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CHAPTER 1

INTRODUCTION, SUMMARY, AND RECOMMENDATIONS

INTRODUCTION

This report presents a critical technical review of six simulation
models currently being used ir. connection with the following U.S. Coast
Guard research programs: the Vulnerability Model, a simulation system for
assessing damage resulting from spills of hazardous materials [1]; the
Chemical Hazards Response Information System, CHRIS, as described in
the Assessment Models in Support of the Hazard Assessment Handbook
(AMSHAH) [2]; and the Hazard Assessment Computer System, HACS [3]. These
research programs are concerned with describing, in a predictive manner,
the behavior of maritime spills of hazardous materials and the damales
that may result from such spills.

AMSHAH describes twelve models that are among those used in the above
research programs; however, only six of these are addressed in this report.
It is anticipated that the remaining models will be subjected to a critical
review at a later date. The models addressed in this report are listed in
Table 1-1.

The primary objective of this review is to evaluate the validity
of the models. This evaluation was carried out as follows:

1. Assumptions stated explicitly or made implicitly in the deriva-
tion of each model were documentated.

2. The errors introduced by the departure from underlying assump-
tions in actual situations were defined.

[E] Eisenberg, N. A., C. J. Lynch, and R. J. Breeding, Vulnerability
Model: A Simulation System for Assessing Damage Resulting from
Marine Spills, CG-D-136-75, NTIS AD-AO15245, Department of Trans-
portation, U.S. Coast Guard, June 1975.

[2] Department of Transportation, U.S. Coast Guard, Assessment Models
in Support of the Hazard Assessment Handbook (CG-446-3), CG-D-65-74,
January 1974.

[3] Arthur D. Little, Inc., Hazard Assessment Computer System, User
Manual (HACS), Cambridge, Mass., December 1974.

K1-1 l-l 1



TABLE 1-1 Organization of This Report and Corresponding Entities
in AMSHAH (Assessment Models in Support of the Hazard
Assessment Handbook [2]) and HACS (Hazard Assessment
Computer System [3])

HACS J,

Topic This Report AMSHAH Executive Computational
Subroutine* Subroutine

Overview Chapter 1

Venting Rate Model Chapter 2 Chapter 2 MODA RLJVI
RLJTC
RLJLQ
VENTR

Mixing and Dilu- Chapter 3 Chapter 4 MODP DILUN
tion Model DLIN

DISP
CNSPL

Flame Geometry Chapter 4 Chapter 6 MODBI FLJET
MODEl FLMHT
MODE2 FLMAN

Thermal Radiation Chapter 5 Chapter 7 MODB2 JHHRF
from Flames

Mixing, Dilution, Chapter 6 Chapter 11 MODR EVAMX
and Evaporation DISP

QSF
VAPPR
HMTC

View Factor Chapter 7 Chapter 13 MODB2 SVIEW

*These subroutines acquire the necessary data and call the required compu-

tational subroutines.
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3. The sensitivity of the results of each model to estimates of input
variables and input parameters were determined.

4. The errors introduced by sequential simulation of processes that
actually occur simultaneously were defined.

5. Errors in analysis, documentation, and computer coding were defined
and rectified.

6. Inconsistencies between written documentation and computer pro-
gramming were defined and resolved.

Table 1-1 shows the correspondence between chapters in this report,
those in AMSHAH, and the subroutines in HACS. Each chapter in this report
treats one of the models described in AMSHAH; however, one model may
correspond to several computer programs or subroutines. Because of the
self-contained nature of the material covered, each chapter contains its
own appendices, list of symbols, and list of references.

For some of the models reviewed, substantial problems were discovered
in their derivations, formulae, or assumptions. Two of the models, those
describing flame geometry and thermal radiation from flames, were found to
be quite satisfactory with respect to both the assumptions upon which they
are based and the analyses and derivations performed. At least two of the
models, the Venting Rate Model and the Mixing and Dilution Model, contain
what are apparently substantial errors in analyses. In order to perform
the required sensitivity analysis, these models were changed to what is
believed to be the correct form and the corrected models wer- then tested
for sensitivity to input variables and parameters. The Mixing, Dilution,
and Evaporation Model is perhaps the most disappointing of the six models
analyzed. The assumptions upon which it is based require that the model
be developed along lines which, in addition to producing nonphysical
results, give a picture of the physical processes which is a significant
departure from reality. The remaining model analyzed, the View Factor
Model, appears to be correct. However, the HACS computerized counter-
part of the View Factor Model departs significantly from the model de-

scribed in AMSHAH. The model programmed in HACS has certain restrictions
and limitations which are not included in the AMSHAH model. These re-
strictions and limitations indicate that conservative damage estimates
may not always be obtained with the use of this model. Because of the
problems that were encountered, sensitivity analyses were performed for
only four of the models, namely: the Venting Rate Model (as corrected),
the Mixing and Dilution Model (as corrected), the Flame Geometry Model,
and the Thermal Radiation from Flames Model. Table 1-2 is a summary of
the conclusions and characterizations of the various models as determined
by this study.
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SCOPE

The ultimate purpose of this effort is to provide the information
required to plan further research efforts in the area of hazardous material
spills. Of primary interest is the determination of areas in which re-
search would yield the greatest benefits in terms of improving model
accuracy. Although the models analyzed describe physical occurrences
resulting from spills of hazardous materials, the immediate objective is
not to improve the description of spill development, but rather to deter-
mine which areas of research will yield the greatest improvements in the
capability of the models to estimate damages to people, property, and the
environment. Improvements to damage assessment techniques may be achieved
by further research in two distinct but related areas, nameiy: parameter
estimation and model development. For example, if it is determined that
changing a particular parameter by 10% does not substantially affect the
hazard assessment, the research effort to establish a precise value of
that parameter is unnecessary. Similarly, if it is determined that one
model gives estimates good to say 10% of experimental or field values,
while another model yields estimates which are good only to an order of
magnitude, the direction for further research is clear. As stated above,
the models that are analyzed are those documented in AMSHAH and used in
several USCG efforts including the Vulnerability Model, HACS, and CHRIS.

In order to obtain a quantitative evaluation of the damage assess-
ment model, the initial scope of work included the following four tasks:

Task 1. Document the assumptions and approximations inherent in each
model. For each model, document the assumptions and approximations inher-
ent in it. Identify the parametric e-;timations made in each model and
identify frequently estimated chemica'. property values that are used by
each model.

Task 2. Assess the errors introduced when the assumptions of the model
are viol-ated. Quantitatively assess the ability of each model to repre-
sent accurately the physical phenomena being modeled under a range of
conditions expected to be encountered in actual spill situations.

Task 3. Determine the sensitivity of computed results to estimated
model parameters and chemical property estimates. Determine the sensi-
tivity of each model's output to changes in the estimated parametric
values identified in Task 1. This includes placing maximum errors bounds
on model parameters and chemical property data. The possible variance of
the computed results should then be determined for a range of parametric
inputs within the error bounds.

Task 4. Assess the errors introduced by, sequentially simulating physical
processes which occur simultaneously. For those models whose inputs are
computed by preceding models, determine the limitations on the accuracy of

1-5
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their results based on the possible errors on the inputs. Determine the
possible degree of error of those sequentially executed groups of hazard
assessment models representing simultaneously occurring physical phenomena.

As work began on this initial scope, it became apparent that certain
problen., would prevent the timely and successful completion of the tasks
as origi.&ai*;y stated. Among the unforeseen problems that arose were the
following:

1. The HACS computer programs contained more coding errors than
were expected or acceptable for the sensitivity and error
analyses.

2. Frequently, critical equations, and in more than one case the
entire model structure, have one form in AMSHAH and a different
form in HACS.

3. Frequently, the models as programmed in HACS indicate that cer- 3
tain assumptions were made but not stated explicitly in AMSHAH.

4. In several cases the equations presented in AMSHAH do not follow
from the stated assumptions; it appears that occasionally either
the assumptions or the resulting equations were improperly
stated.

5. In some instances it appears that the assumptions made in AMSHAH
are grossly unrealistic. I

Because of the existence of these unexpected problems, the original
scope of work was revised; the objectives of the revised program were the
same as those in the original program. However, it was obvious that addi-
tional effort would be required because of the problems that had arisen.
The scope of work was enlarged to include the following tasks.

Task 5. Document coding errors and make necessary corrections.
For the computerized version of each submodel, document any coding errors
and the suggested correction; upon approval of the USCG, the corrections
will be made and the corrected programs used for Tasks 3 and 4.

Task 6. Document inconsistencies between AMSHAH and HACS. Document
any discrepancies between AMSHAH and HACS, indicate which version is
judged to be preferable, and upon approval of the USCG, change either
AMSHAH or HACS or both to reconcile th Nwo.

Task 7. Document implicit assumptions. Document any assumptions
implicit in HACS that are not st.ated explicitly in AMSHAH.

Task 8. Document and core,:t errors in analysis. Document any sus-
pected errors in AMSHAH manilcsted as formulas not following from the
stated assumptions. Upon approval of the Project Officer, change AMSHAH,
HACS, or both to correspond to the physically and mathematically correcti form.

1-6
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Task 9. Perform a sensitivity analysis only on those models for which
such an analysis is deemed worthwhile. In the event that the assumptions
stated in AMSHAH appear to be unrealistic, the USCG will determine whether
it is worthwhile to perform Tasks 3 and 4 on the model as is or whether it
is feasible to modify the model to a more correct form with the time and
resources available.

Because of the additional effort required to perform t!il nine tasks
rather than the initial four, it was determined that only six (out of
twelve models originally considered) would be analyzed. The models chosen
to be analyzed in depth are (also see Table 1-1):

s Venting Rate Model

0 Mixing and Dilution Model

* Flame Geometry Model

e Thermal Radiation from Flames Model

* Mixing, Dilution, and Evaporation Model

* View Factor Model

The nine tasks listed above were performed on each of these six models
and the results of the analyses are reported in the chapters that
fo 11 ow.

SENSITIVITY ANALYSIS

For all the models for which it was deemed suitable, a sensitivity
analysis was performed. Specifically, sensitivity analyses have been per-
formed for the models described in chapters 2, 3, 4, and 5 of this report.
Table 1-1 indicates the entities in AMSHAH and HACS corresponding to
these chapters. Since the sensitivity analysis has been performed for so
many different models,it seems appropriate to discuss in this introductory
chapter the general approach to the sensitivity analysis, the methods used,
and the results expected.

The concept of sensitivity analysis has been extensively discussed in
the literature related to control systems and other physical systems [4,5].

[4] Radanovic, L. (ed), Sensitivity Methods in Control Theory, Pergamon
Press, New York, 1966.

[5] Tomovic, R., Sensitivity Analysis of Dynamic Systems, McGraw-Hill,
New York, 1963.
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Although the theoretical concepts considered are relatively sophisticated,
simplification can be made in order to apply these methods to a sensitivity
analysis of models describing the behavior of hazardous material spills.

Typically, the literature considers a system with n output vari-
ables, Yi, i = 1, 2, ... , n, and with m input variables, Xj, j = 1, 2,
... , m. Then we may write

Yi= fi (Xj) j 1 1, 2, ... , m i 1, 2, ... , n

to represent the functional dependence of the n output variables on the
m input variables. For present purposes, the "system" is a model of
spill behavior. For example, in the case of the model describing cargo
venting, the output variables (Y1 , Y2 , and Y3) are total mass venting,
time for venting, and average venting rate. The input variables (X,, X2,
X31 ... ) include such items as total mass in the tank, location of venting
hole, diameter of venting hole, etc.

Consider now the differential change in one of the output variables,
dYi. By the chain rule we have

afi 2fi afi
dYi= -5-X dX1 + 1 dX2 + ... +a dXm

1 ~2 I

The factors, afi/IXj are usually termed the sensitivity coefficients and
give, for small changes in the input variables, a measure of the effect
on the output variable. The entire set of sensitivity coefficients forms I
an n x m matrix.

For a detailed sensitivity analysis, each of the sensitivity coeffi-
cients must be considered and its variation over the range of the several
variable- must be determined. One way to summarize the output variation
is to consider functions such as

n (afi2

gj= il -

which gives the "change in arc length" generated in the n dimensional
space of output variables by incremental changes in the jth ;nput variable.

For the purposes of this study it was considered too costly and time
consuming to investigate sensitivity in a global sense in the m dimen-
sional space of input variables. Instead sensitivity was investigated
locally. That is, the matrix of sensitivity coefficients

1-8
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- _ i = ,2, ... ,n j = 2, m mSi aX

was determined at a single point in input variable space, namely:

X0 X0o11 Xo0 .- Xom

Examining sensitivity at a single selected point cannot yield as clear a

picture as does a global sensitivity analysis; however, the points in input
variable space at which sensitivity analyses are performed were selected
to be representative of the typical usage of the model. For example, in-°the case of the Venting Rate Model, the sensitivity of model output to

various inputs would be quite different for a tank that is nearly empty
than for a tank that is nearly full; but the case of the nearly full tank
is of considerable interest, while that of the nearly empty tank is not.
Thus, although the sensitivity analyses performed do not give all the
information that could possibly be derived from the models, they do provideinformation' in areas of primary interest.

Since the models are all implemented as computer programs, it was
decided to compute the sensitivity coefficients numerically. In order to
exclude effects of scale, the sensitivity coefficients were determined for
normalized input and output variables. What is really of interest here,
as is stated in the task descriptions, is the percent error induced in
model outputs by a given percent error in model inputs. In order to obtain
the desired result it is tempting to use logarithmic derivatives, i.e.,
to define

S(kn fi)

Sij a x"•f
ax

This approach, however, breaks down if either Xo0 or fi (Xo) are zero.
To avoid these difficulties the Xj's were normalIzed by values other than
the Xoj's. For example, in the case of tank venting a hole height of zero
is a reasonably typical value and may be used to define the point, Xo;
however, variations in hole height are probably best described in terms
of a percent of total tank height.

Thus, the sensitivity coefficients were computed by the following pro-
cedure. A set of values, typical for the uses of a given model, were
chosen for the input variables. This set of values was termed the "normal"

1-9
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values and corresponds to the set (Xo,, X0 2, ... , Xom), in terms of the
notation used previously. The set of values, Xoj, was chosen so that the
values of the output variables, fi (Xo), were nonzero. The set of values
of the output variables, fi (Xo), corresponding to the set of normal input
variables, was termed the "normal" value of the output variable. A second
set of values for the input variables was defined at the "reference" value.
These values (Xrl, Xr2 ), ... , Xrm), were used to normalize the input vari-
ables. In general Xr = Xoj, unless Xoj = 0 or unless other reasons indi-
cated that a value otaer than Xoj was a better choice for Xrj.

of The sensitivity coefficient is defined for ouw purposes as the ratio

of the percent change in output for a percent change in value of a given
input variable. Define the changed set of input variables as

"•" XJ= (Xo1, x, ... , Xo+ K Xrj, ... Xom) j = 1, 2, ... , m

where all the values of the input variables are unchanged except for Xo.which is increased by a fraction, K, of the reference value, Xrj. *rhen

the sensitivity coefficient is given by

S j: j) - f (Xe) F Xcj -3

where the changed value of the jth variable, Xcj, is given by

Xcj = Xoj + K Xrj

For this analysis the value K was fixed throughout as 0.05 (a five percent
change in input variable). Consequently the quantity

~ = K
Xrj

was always 0.05. Hence the formula for the sensitivity coefficient may be
rewritten in simpler form as,

Sij 20 FJ - l

1-10
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where

Fj fi (X3) fi (Xo)

is the ratio of changed value of the ith output variable to the normal value
of the ith output variable.

On the computer printouts of the sensitivity analyses for each output
variable the normal value of the output, normal values of the input vari-
ables, reference values of.the input variables, changed values of the input
variables, the fraction, FJ, and the sensitivity coefficient are all re-
ported. The ;nput variables have been divided into two classes, "variables"
and "parameters." Those inputs to the model which are properties of the
cargo are put in the class parameters. Those inputs to the model descrip-
tive of the physical process and provided either as a user input or as a
computed output of another model are put in the class variables. Model
sensitivity to both classes of inputs was determined.

The values of the sensitivity coefficients may be readily interpreted.
Sensitivity coefficients approximately equal to unity indicate a moderate
sensitivity of output for the input variable under consideration. A one
,ercent change (or error) in the input variable will produce about the same
.tiange (or error) in output. For sensitivity coefficients of the order of
9.1 or less, the indication is that model output is relatively insensitive
to the given input. Sensitivity coefficients of the order of 10 or greater
indicate that model output is greatly sensitive to the given input. Posi-
tive sensitivity coefficients mean that the output variable increases with
increases in the input variable. A negative value for a sensitivity coef-
ficient indicates that the output changes inversely to changes in the input.

RESULTS

The results of the review of the six models may be summarized very
briefly as follows: two of the models appear to be acceptable, three of
the models could be improved by additional development, and one of the
models appears to be greatly in need of improvement. The results of this
study are summarized in Table 1-2. Minor typographical errors were dis-
covered in the writeup of virtually every model. For many models the
description in AMSHAH did not correspond to the procedure in HACS. Further
generalizations about the results of this study cannot be made; specific
comments about each model reviewed are given below.

The Venting Rate Model discussed in Chapter 2 of this report and
Chapter 2 of AMSHAH was discovered to have a significant error in analysis.
The energy equation used for the calculation of adiabatic venting was dis-
covered to have misstated and missing terms. This error was corrected and

1-1F-I"



the sensitivity analysis was based upon the corrected computer program. The
sensitivity analysis revealed an undesirably high sensitivity to some of the
coefficients of the vapor pressure equation. This high sensitivity coeffi-
cient does not appear to indicate a problem with the analysis but rather
appears to reflect the significant influence of these coefficients. Two of
the underlying assumptions used in the development of this model produce
enough of a departure from reality that revision of the model to remove
these assumptions may be justified. One of the objectionable assumptions
is t!;at cargo in liquid phase is in thermal equilibrium with the cargo in
gas phase. It is certainly within the realm of feasibility to produce
a model not requiring that this assumption be made. Furthermore, it is
not expected that the more general anaIysis will require a significant
increase in operating cost. The other undesirable assumption concerns the
manner in which the cargo tanks are vented. Virtually all cargo tanks used
in marine transport are vented in one way or another. Many simply have
open pipes running up to the deck of the ship; the model does not treat
the case of open venting at all. Again, the treatment of the venting of
cargo tanks whether the venting is open, vacuum relief, or vacuum-pressure
relief is well within the realm of feasibility and should not produce a
significant increase in operating costs. As it stands now, the model
appears to give results which are better than average (Table 1-2).

The Mixing and Dilution Model discussed in Chapter 3 of this report

and Chapter 4 of AMSHAH was discovered to have several significant errors
in analysis. One ar.nlytical error concerned the location of an image
source used to describe the near-field approximation concentration for an
instantaneous spill. For the far-field approximation to concentration
for a continuous spill, an important term in the solution was defined
improperly in the analysis and carried oiver into the computer program.
Several other errors and inconsistencies in both AMSHAH and the computer
programming were discovered for this model. The computer program was
corrected where appropriate and the sensitivity analysis was performed on
the corrected program. Two of the assumptions underlying this model were
considered to be major obstacles to obtaining a realistic description of
the phenomena modeled. One of these assumptions is that this spill may
be treated as a point source release. This assumption requires that for
times very soon after release the entire mass of the spill must be concen-
trated in a very small region of space. This means that the concentrations
predicted for the spilled material may and indeed do exceed the normal
density of the material in its pure form. This is clearly unrealistic.
The way to avoid this problem is to treat the spill as something other
than a point source, namely, an area or volume source. The methods for
treating nonpoint source releases are well known and can be readily
applied in this context. The additional operating costs for treating the
spills in a more realistic manner are not expected to be excessive. The
other undesirable assumption underlying this model is that the buoyancy
of the cargo may be neglected. This assumption is strictly true only for
neutrally buoyant cargoes. Very few, if any, cargoes carried in marine
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transport are neutrally buoyant. Furthermore, even slight departures from
neutral buoyancy (that is, the same density as water) may cause significant
departures from the behavior described by these models. Analyses have been
performed to describe the behavior of buoyant materials released into
natural environments. It is not clear whether these analyses can be adapted
to describe the very general conditions this model attempts to consider.
Even if pre-existing analyses cannot be adapted for use in this situation,
it is definitely feasible to model the effects of buoyancy on mixing and
dilution. In any event, the incorporation of buoyancy effects into the
model would not be a trivial task, and may result in a significant increase
in operating cost of the model. In view of the limitations imposed by
these assumptions, this model was judged to give results which are less
than average in realism (Table 2-1).

The Flame Geometry Model described in Chapter 4 of this report and
in Chapter 6 of AMSHAH appears to contain no significant errors in analysis.
Furthermore, the models are semi-empirical in nature and as a consequence,
have no significant problems with underlying assumptions. Much the same
may be said about the Thermal Radiation from Flames Model described in
Chapter 5 of this report and in Chapter 7 of AMSHAH.

The Mixing, Dilution, and Evaporation Model described in Chapter 6
of this report and in Chapter 11 of AMSHAH is based on the unrealistic
assumption that the mixing and dilution proceed independently of evapora-
tion and that evaporation has no effect on mixing and dilution. In other
words, the concentration profile from which the evaporation rate is pre-
dicted is determined on the basis of zero loss of mass by evaporation of
the spilled material. This assumption requires the use of an artifact,
namely, assuming that evaporation is zero beyond a certain concentration
contour in order to produce a finite evaporation rate. Furthermore, it
is possible by changing the value of this limiting concentration contour
to have more mass evaporate than was originally spilled. Such unrealistic
results are clearly unacceptable. This model also buffers from the assump-
tions limiting the Mixing and Dilution Model, namely, the assumption that
spill behaves as a point source and the assumption that the spilled
material is neutrally buoyant. In addition to these problems with under-
lying assumptions, a few minor errors in analyses were discovered. Be-
cause of the difficulties engendered by the assumptions, no sensitivity
analysis was performed on this model. It is clearly within the realm of
feasibility to treat simultaneous mixing, dilution, and evaporation;
therefore, the assumption which leads to such unrealistic results should
definitely be removed.

The View Factor Model described in Chapter 7 of this report and in
Chapter 13 of AMSHAH was not found to have any significant problems either
in analysis or in underlying assumptions; however, the analysis presented
in AMSHAH did not correspond to the computer program in HACS. The under-
lying assumptions are clearly acceptable and may be considered to be based
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on geometrical rather than physical principles. Both the analysis in AMSHAH
and the computer program appear to be correct even though there is not an
exact correspondence between the two. In AMSHAH the View Factor Model
described is quite general. The receptor of thermal radiation from flame
may be placed at any location relative to the flame and may be oriented at
any angle relative to the flame. On the contrary, the computer program in
HACS considers the receptor to be located directly downwind from the flame,
at the same level as the base of the flame, and oriented such that both the
observer and the flame are parallel. It is unfortunate that the version
of the model programmed is so limited, both because the analysis is avail-
able and may be readily programmed and because the results of the model
programmed may not always give conservative damage estimates. Because of
the inconsistencies between AMSHAH and HACS, no sensitivity analysis was
performed for this model.

RECOMMENDATIONS

In view of the results presented above, the following recommendations
are made.

1. The computer programs and documentation for the Vulnerability

Model, CHRIS, and HACS should be modified to eliminate the errors
and i;,consistencies discovered in this study.

2. The Mixing, Dilution, and Evaporation Model should be rederived
so that evaporation and dispersion are modeled as simultaneous
processes.

3. The general model for view factor described in AMSHAH should be
implemented on the computer in order to replace the current J
subroutine SVIEW.

4. The Mixing and Dilution Model should be modified so the finite
size of the source is accounted for. |

5. Considerations of buoyancy should be incorporated in the Mixing
and Dilution Model.

6. The fact that most cargo tanks used in marine transport are vented
should be accounted for by the Venting Rate Model.

7. The assumption that liquid and gas phases of the cargo are in
thermal equilibrium throughout the venting of the cargo should
be removed by a reanalysis of the Venting Rate Model.

8. Considerations of buoyancy and finite source size should be
incorporated into the Mixing, Dilution, and Evaporation Model.
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These recommendations have been listed in what is judged to be their
order of importance. The implementation of these recommendations appears

R., to be clearly feasible. The relative effort required to implement these
models and the impact of their impler.'ntation on hazard analysis is sum-
marized in Table 1-3.

One final overall recommendation is that some mechanism be devised
whereby the originators and users of the Vulnerability Model, HACS, and
CHRIS may communicate about problems with these models, inform each other j
of errors discovered, and where appropriate, make changes simultaneously
to all versions of the models. By such a mechanism, improvements fostered
by one group would benefit all and the uniforr,,ity preserved between all
versions would yield considerable logistical advantages.
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CHAPTER 2

VENTING RATE MODEL

INTRODUCTION

The Venting Rate Model computes the rate at which cargo is vented, either
in liquid or gaseous form, from a cargo container if the enclosure is ruptured.
This model corresponds to the documentation in Chapter 2, Venting Rate, of the
Assessment Models in Support of the Hazard Assessment Handbook (AMSHAH) [1].
The corresponding computer code in the Hazard Assessment Computer System (HACS)
[2] is under the executive subroutine MODA which utilizes the following compu-
tational subroutines: RLJV1, RLJTC, RLJLQ, and VENTR.

The Venting Rate Model is designed on the principles of Continuum
Mechanics. The conservation equations of mass, momentum, and energy are
used to describe the venting process. The model determines the mass
vented as a function of time for the interval that begins with the rupLure
and ends when all the cargo that can vent under the given input conditions
has discharged. Although the model determines the complete time-historyof venting, the important outputs of the model are (1) the total venting

time and (2) the average venting rate. Venting of cargo in both gas and
liquid :Lates is considered. For volatile cargoes, and especially cargoes
liquefied by elevated pressure or decreased temperature in the storage
container (e.g., LNG, liquid chlorine), an appreciable amount of total
cargo may be vented in gas phase. In fact, if the puncture occurs above
the level of a highly volatile liquid cargo and if the cargo tank is
allowed to be in thermal contact with the environment, then virtually the
entire cargo will vent as a gas. For punctures below the liquid level,
liquid venting will occur first and will be followed by gas venting, if the
vapor pressure of the cargo is sufficiently high.

Certain assumptions and approximations have been made in the develop-
ment of this model. There are at least three motivations for the use of
assumptions and approximations. First, the data required as input to the
model will have limited accuracy. For example, hole size, an important
variable affecting venting rate, is likely to be ill defined either by an
accident report on a past accident or by on-scene personnel at an ongoing
accident. It would appear to be wasteful for the computational model to
have an accuracy too far in excess of the accuracy of the available input
data.

[1] Department of Transportation, U.S. Coast Guard, Assessment Models in
Support of the Hazard Assessment Handbook (CG-446-3), CG-D-65-74,
January 1974.

[2] Arthur D. Little, Inc., Hazard Assessment Computer System, User Manual
(HACS), Cambridge, Mass., December 1974.
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Second, the entire computational capacity of this model is not used
by models executed subsequently. For example, certain of the mixing and
dilution models will use only the average release rate and total time of
release, rather than the entire time-hi.,tory of venting. Although subse-
quent improvements to other models may 'iake fuller use of the computational
capacity of the venting model, it is do!Abtful that the entire capacity of
the model, as it now stands, will ever be used. Therefore, increases in
accuracy for intermediate results or final results are unnecessary if sub-
sequent models cannot use all the data c- do not require such high accur-
acy in input data.

Third, the use of more realistic, less restrictive assumptions and
approximations is well within the state of the art of modeling venting
processes, but more precise treatments result in an unwarranted increase
in modeling costs, both developmental and operational.

Consequently, certain assumptions and approximations are made and a
workable model is developed to predict the /enting rates of cargoes for
predetermined conditions of the size, shape, position, and orientation of
the rupture; the thermodynamic condition of the cargo and its vapor; and
the thermodynamic condition of the external air-water environment.

Many of the assumptions made in modeling the venting process are quite
conventional. For example, the vapor in the cargo container is considered
to be a perfect gas. In describing the venting of liquid cargo, the flow
is assumed to be incompressible. The thermodynamic processes occurring
inside the venting tank are assumed to be either adiabatic (thermodynam-
ically isolated from the environment) or isothermal (in complete thermal
contact with the environment). Other assumptions made in model develop-
ment are less customary and may be subject to challenge. For example, it
is assumed that the liquid and gas phase portions of the cargo are always
at the same temperature, even in the case of adiabatic venting. Still
other assumptions that have been made appear to be unjustified or at the
very least result in a model which is physically unrealistic. For example,
in the case of the adiabatic venting of a cargo with a vapor pressure
below atmospheric pressure, it is assumed that liquid venting will cease,
even though liquid remains above the hole, provided that the head pressure
is balanced by the difference between atmospheric pressure and vapor pres-
sure. This implies that the cargo tank is completely unvented (no pressure
relief valves, vacuum relief valves, or open vents) and that entrance of
air through the puncture is precluded.

The calculation procedure followed by the computer coding of the model
is shown in Figure 2-1. Before describing the computational procedure, it
is probably advisable to describe brie ly the physical events that are
important to the venting process. As an example, consider the adiabatic
venting of a liquid. Imagine that the amount of cargo in the tank is such
that most of the tank is filled with liquid and that a small amount of
saturated vapor is in the space at the top of the tank. Initially, the
liquid and vapor will be in thermodynamic equilibrium with the vapor at
the saturated vapor pressure. Suppose further that a puncture occurs in
the liquid-filled portion of the tank and that the puncture is above the

2-2



nitial Tank -

Conditions
Pi,. T1 .M1

TI T

Liqud Yes h qis Nas oishrig Rt&o

an

i i L
FIGRE2- Flw iara fCorcaluaioni o discag at o enigfcv ak

sa 143

CaIc

_ _ _ _ _ _ _ _ _ _ I



waterline of the ship. Then cargo will begin to flow out of the puncture.
The pressure driving the liquid from the puncture hole is the difference
between the pressure inside the tank at the location of the hole (the
inside pressure is the sum of the vapor pressure of the cargo and the
hydrostatic head - the pressure generated by the weight of liquid cargo
above the hole) and the outside atmospheric pressure. This driving pres-
sure accelerates the fluid and causes it to flow out from the hole. The
higher the driving pressure, the higher the flow rate will be. As soon as
some amount of liquid, AM, has vented from the tank, the liquid level in-
side the tank will tend to fall. This means that the volume occupied by
cargo vapor will increase. At this point, since the amount of cargo in
vapor phase is unchanged but the vapor is occupying a larger volbme, the
pressure and temperature in the space above the liquid will both tend to
fall. Since, at this point, the temperature of the liquid has not changed,
the vapor pressure of the liquid will exceed the pressure of the gas above
it, equilibrium will cease to exist and more vapor will evaporate from the
upper surface of the liquid. The evaporation of liquid will (1) cool the
rehmaining liquid, (2) further reduce the volume occupied by the liquid, and
(3) tend to bring the pressure of the vapor above the liquid closer to the
saturation vapor pressure. If no further venting were to occur, then
evaporation and thermal equilibration by heat transfer would continue un-
til the liquid and gas reached a state of thermodynamic equilibrium. In
the adiabat 4c case, the equilibrium state would be cooler and consequently
at a lower vapor pressure. In the venting model, it is assumed that
equilibrium is indeed reached after the venting of each infinitesimal mass
decrement. A further approximation is made in the computer coding by
representing infinitesimal mass decrements by finite, but small mass
decrements. In summary then, the venting rate is determined by certain
thermodynamic conditions in the tank as well as by the remaining height of
fluid above the vent hole. As venting proceeds, both the thermodynamic
state and liquid level change as a result of the venting process. The
computerized version of the venting model attempts to describe this re-
flexive (feedback) process in mathematical terms. In the isothermal case.
the changes in ther:iodynamic state are easier to compute. In the case of
gas venting, the liquid head, of course, has no influence and the equations
describing flow rate in terms of pressure difference are more complex than
for liquid venting.

Consider now the calculation procedure shown in the flow chart,
Figure 2-1. The initial enclose conditions of pressure, temperature, and
total mass content are analyzed to obtain the initial gas mass fraction.
The presence of liquid in the tank is determined by comparing the satura-
tion pressure for the liquid cargo at the initial temperature with the
ideal gas pressure of vapor from the vapor mass, volume, temperature, and
the ideal gas constant of the fuel vapor. If the cargo is in the liquid
state, the liquid depth is computed. This liquid level is compared with
the height of the rupture to determine whether liquid or vapor will dis-
charge.

If liquid is discharging from the rupture, the liquid discharge rate
is computed. Then the mass of the cargo in the enclosure is decremented
by a predetermined constant fraction of the total initial mass of the cargo

2-4



in the enclosure. The time increment required to discharge this fraction
of total mass is computed from the liquid discharge rate. This time incre-
ment is added to a cumulative sum to obtain the total time for discharging
and venting of the cargo. After the mass discharged or vented is sub-
tracted from the total mass of the cargo within the enclosure, the new
enclosure conditions of pressure, temperature, enclosed mass, and vapor
mass fraction are computed as before. The computation then proceeds by
repeating the determination of presence of liquid in the enclosure, etc.
During these computations, the liquid level is constantly compared with
the height of the rupture. When the liquid level falls below the level of
the rupture, liquid discharge stops and vapor venting commences. The
computations for vapor venting are the same whether the vapor venting
starts when the liquid level becomes lower than the enclosure rupture
level or whether the initial state of the cargo in the enclosure is the
vapor state, with no liquid present.

If vapor is venting from the rupture, the vapor venting rate is com-
puted. Then the cumulative vapor mass vented, the time increment required
for the mass decrement, and the cumulative time of venting are computed.
The enclosure conditions are recomputed and calculation continues with the
determination of the new vapor venting rate, etc.

The computations that are carried out in this submodel determine the
intermediate discharge or venting rates, the total time of discharge and
venting, and updated conditions of the cargo within the ruptured enclosure.
Details of the quantities that are required by the venting rate submodel
are discussed in Appendix 2A.

Several problems were encountered in the analysis of Vending Rate
Model documentation of Ae'SHAH. One problem was a lack of full correspon-
dence between the analysis in AMSHAH and the computer coding in HACS.
There appears to be a fundamental and significant error in the energy
balance equations (for the adiabatic case) stated in AMSHAH and computer-
ized in HACS. Furthermore, other, less important errors appear to be
present in the computer coding of mass decrementation, of equations for
various physical constants, and of the decision to stop venting. The most
significant problem concerning fundamental assumptions was the unstated
assumption concerning pressure relief and purposeful venting of the cargo
tanks. The symbols and references are listed at the end of this chapter.

ASSUMPTIONS AND APPROXIMATIONS

The following is a list of the assumptions and approximations made in
the development of the Venting Rate Model. It should be noted that, al-
though some assumptions are stated explicitly, many are implicit. These
implicit assumptions are not documented in AMSHAH. In addition, the com-
puter coding of HACS makes further assumptions which are not stated in
AMSHAH.

2-5
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Explicit Assumptions

1. The cargo vapor can be treated as a perfect gas.

2. The vapor and liquid phases of cargo are in thermal equilibrium.

3. The discharge process is either adiabatic or isothermal.

4. The height of the hole does not change with respect to the water
level outside the vessel.

5. The pressure of the cargo in gas phase is always less than or
equal to the cargo vapor pressure.

Implicit Assumptions

6. Liquid venting is continuous with no intermittent inflow of air
to relieve an internal vacuum.

7. The tank has no pressure relief valves (assumption in text; in
the program the tank has a conditional vacuum relief).

8. Quasi-static analysis is applicable, or the flow is sufficiently
steady state so that the (d/dt) term may be omitted in the equa-
tions of momentum and continuity.

9. The use of mass increments is an acceptable way to step through
the numerical simulation.

10. The vent hole is above the waterline of the vessel.

11. The discharge coefficient is 0.80.

12. For liquid venting, the venting may be treated as ideal fluid
flow of an incompressible liquid, whose density change with
temperature is negligible.

These assumptions vary in their complexity, accuracy, subtlety, and effect

upon the simulation. Each will be discussed in turn.

1. Perfect Gas. It is well known that the assumption that a gas be-
haves as a perfect gas over a wide range of temperatures and pressures is
not precise. In the venting submodel, the range of temperatures and pres-
sures encountered in not large, so the errors resulting from the approxi-
mation that the gas-vapor phase of the cargo behaves as a perfect gas are
probably not significant, especially with respect to other approximations.

2. Thermal Equilibrium. This assumption is stated in a misleading
fashion in AMSHAH. There the assumption is stated in terms of the appli-
cability of "equilibrium thermodynamic relationships." Stated in these
terms, the assumption is made almost universally since most analyses of
fluid dynamic systems are based on this assumption. Only in very special
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situations, for example in certain studies of ultrasound and biological
systems, is this assumption not applicable and used. The assumption of J
equilibrium thermodynamics means that the relationships between variables
describing the thermodynamic state of a macroscopic system in which changes
occur very slowly are applicable to the description of a microscopic
system (a very smi, l fluid particle), provided infinitessimal changes in
thermodynamic state occur (that is, the change in thermodynamic state may
be rapid, but the change in time is infinitessimal, hence the difference
between system states is infinitessimal). This assumption of the appli-
cability of equilibrium thermodynamics relations is made in the analysis %
of most dynamic fluid systems including acoustic wave propagation and com-

R bustion dynamics. Obviously, thermodynamic equilibrium does not exist
globally over a dynamic fluid system (e.g., an acoustical field). However,
given a small enough volume and small enough time steps, each segment of X
the system is in thermodynamic equilibrium. That is why, in the partial
differential equations that describe such systems, the inherent use of
equilibrium thermodynamics is made.

The misleading statement in AMSHAH should not be allowed to obscure
the fact that the model does make a significant assumption regarding
thermal equilibrium. it. is assumed that the portion of the cargo in gas
phase is at all times in thermal equilibrium with the portion of the cargo
in liquid phase. This thermal equilibrium is concerned with macroscopic
systems. The assumption, albeit stated poorly if at all, introduces a
inaccuracies of an order consistent with those introduced by other assump- :
tions. It is possible that some improvement in the accuracy of the results
could be achieved by removing this assumption.

3. Wall Conditions. The qtatement of this assumption is misleading.
The assumptions do not really concern the wall conditions; they refer to t
the process taking place inside the tank. That is, either the equations a
for an isothermal process or an adiabatic process are applied. Maintain-
ing the wall of the tank at a constant temperature does not guarantee that
an isothermal process is taking place inside the tank. In actuality, the
tank venting can probably be described by a polytropic process: one in
which none of the quantities of volume, pressure, temperature, or entropy
is constant [3]. The venting rate would probably fall somewhere between
that calculated with the isothermal assumption and that calculated with
the adiabatic assumption, since in most fluid systems polytropic processes

will yield results somewh t intermediate between the results for adiabatic
and isothermal processes. Thus, the results for these rases may be con-
sidered to be the bounds for the actual result.

4. Constant Hole Height. On page 14 of AMSHAH, it is stated that
they assume the height of the hole remains constant with respect to the
water level. The actual assumption made is of two parts: first, that the
hole remains above the water level; and second, that the height of the hole

[3] Short, B. E., H. L. Kent, Jr., and B. F. Treat, Engineering Thermo-

dynamics, pp. 133 ff., Harper, New York, 1953. --
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above the bottom of the tank remains constant. In the situation that the
vessel was damaged during the accident that caused the tank puncture and
sinks in a time less than or comparable to the time it takes the tank to
vent, the hole location with respect to the waterline might well change.
If the event has caused the vessel to list, and this list changes as the
venting proceeds, then the vertical distance between the bottom of the iJ
tank and the hole would change as the venting takes place. Further, if
the list is pronounced, then the volume of liquid in the tank would not
vary linearly with the height of the liquid level as the program assumes.

5. Tank Pressure Is Less Than or Equal To Cargo Vapor Pressure.
This assumption has not been made in the text, but it is stated in equation
(2.8), so we list it as an explicit assumption. It is true that the tank
pressure will not exceed the vapor pressure of the cargo if the tank con-
tains only the cargo being considered, and if the tank is not full of
liquid. Ordinarily these conditions are met. The exception would be the
case in which the tank contained an appreciable amount of air and the tank
temperature was above the critical temperature for air (-140 0C). Since
the continued pumping of cargo into a tank containing air could lead to
overpressuring of the tank with a possible safety hazard and the uneconom-
ical use of the tank in any event, precautions are taken in actual situa-
tions to avoid this event, and this assumption is valid.

6. No Intermittent Liquid Venting. This assumption concerns the
case in which the vent is above the water level and below the liquid-
vapor level in the tank, no negative pressure relief is provided, and the
vapor pressure of the cargo is less than ambient. In this case, as the
liquid level falls due to the venting of liquid, a pressure less than the
outside air pressure occurs within the tank. Since intermittent flow is
not allowed, the flow would stop when the negative (relative) pressure
inside the tank balanced the pressure of the head. If the vent is above
the water level, however, the venting would probably go into intermittent
flow similar to that which one observes when inverting a narrow-mouthed
bottle full of water over the kitchen sink. This type of flow is not men-
tioned in the text of AMSHAH. In the isothermal portion of the program
(see RLJTC), the vapor pressure is not allowed to drop below the ambient
air pressure. This obviates the need for consideration of intermittent
flow but tacitly assumes that the tank has a vacuum (negative pressure)
relief valve, which is not mentioned. If the tank is taken to vent adi-
abatically, the venting will stop when the negative internal pressure
balances the pressure of the liquid head.

7. Tank Venting (Intentional) or Pressure Relief. There is no men-
tion of any pressure relief valves on the tank, so one might assume that
the tank has only the one opening -- the accidentally caused puncture. In

* actuality, every tank used in regulated transport has some sort of pres-
sure relief valve, although it is possible that the threshold pressure may 2
be so high in some cases that the tank will act as if it has only the one
opening. On the other hand, some cargoes which have low vapor pressure and
are not highly dangerous have open, unrestricted vents. In the computer
program, as discussed above, it is assumed that in the isothermal case the J,
tank has a negative-pressure relief valve with a zero threshold, and that
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in the adiabatic case the tank has no negative-pressure relief valve. The
existence of a pocitive-py',-sure relief valve would be of interest in thef
case in which the tank i .jbject to heating by the burning of already
spilled cargo, and in the case of a cryogenic liquid in a tank when the
cargo becomes heated due to the failure of insulation or refrigeration.

8. Quasi-static Equations. This assumption amounts to dropping all
the (d/dt) terms 4n the fluid dynamic equations. This approximation is
valid when the flow is steady, but not when it is changing rapidly. Thus,
this approximation is questionable when the tank vents very rapidly. A
quantitative analysis of the terms omitted by using this assumption shows
that for many cases of interest these terms are indeed negligible.

9. Mass Increments. It is not clear that the use of mass increments
is the best way to simulate numerically the venting of the tank in the
adiabatic case. As the mass approaches zero, the pressure changes may be
extremely rapid in this approach, and it may be that a method of using
incremental pressure changes as opposed to incremental mass changes may be
more accurate.

10. Position of Puncture. The text does not say that the vent is
above the waterline of the vessel, but no pressure correction is made for
the depth of the vent below the waterline and 'io allowance is made for the
entry of water into the tank, so it appears that only vents above the
waterline are being considered. On the other hand, no mention is made of
intermittent venting, and this would not occur for a vent below the water-
line. It is further assumed that the vent is either wholly above or
wholly below the liquid level in the tank. While this will probably be
true for the bulk of the venting, if the venting does change from liquid
"to gas due to falling liquid level in the tank, there must be some period
during which both vapor and liquid are vented. In the case that the punc-
ture is a vertical gash of considerable length, as the bow of a ship might
make in striking the side of another vessel, the release of both vapor and
liquid might extend over a considerable period. This situation might also
occur when a tank fails along a vertical seam from internal pressure or
some other cause.

11. Discharge Coefficient. In RLJVI, the discharge coefficient is
set equal to 0.80 for all cases. The discharge coefficient is used in the
equations in R&K but is not discussed. Of the many types of accidental
punctures which may occur, the discharge coefficient is unlikely to be
exactly equal to 0.80 for any of them. Thus, 0.80 is probably an adequate
approximation for most types of holes, and since details of the nature of
the hole are liable to be difficult to come by, there are no data from
which to make a better estimate. S

12. Ideal Fluid Flow. A fluid process is said to be ideal if the
thermal conductivity and the viscosity may be neglected. This is equivalent
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to assuming that the flow is isentropic [4]. The assumption that the fluid
is inviscid leads, of course, to an infinite value for the Reynolds number.
Since the coefficient of discharge is a function of the Reynolds number
for low values of the Reynolds number, this in turn implies an assumption
about the coefficient of discharge [5]. The Reynolds number is defined to
be

Re = uD/v

for flow through an orifice, where u is the velocity, D is the diameter
for a circular hole and twice the slit width for flow through a rectangular
slit, and v is the kinematic viscosity (\ = p/p). Thus, the inviscid as-
sumption will be best for cargoes of low viscosity with large holes and
rapid venting.

Of the 12 assumptions and approximations discussed above, #5 (Pt, Pv)
is the only one which is obviously valid. #10 (location of vent) and #4
(constant hole height) amount to restrictions on the model which must be
taken into account by the user. #1 (perfect gas), #6 (no intermittent
flow), and #7 (tank venting) are assumptions which are certainly valid for
some tanks and some cargoes, and are certainly invalid for others. #2
(thermal equilibrium) may not be entirely accurate, but it seems consistent
with the other assumptions. T;e use of equilibrium thermodynamics is so
common in engineering analysis that it was assumed that its listing as an
assumption was a misstatement and the statement was interpreted as meaning
thermal equilibrium between liquid and gaseous phases. The remaining assump-
tions, #3 (isothermal or adiabatic), #8 (quasi-static), #9 (mass increments),
#11 (discharge coefficient), and #12 (ideal flow), appear to be valid for
most situations of interest.

ERRORS AND INCONSISTENCIES

There are various analytical and typographical errors in AMSHAH and
inconsistencies between the documentation of AMSHAH and the corresponding
computer code of HACS. These errors and inconsistencies are listed in the
following.

1. The Liquid Venting Equatinn

This equation has been incorrectly printed on page 4 of AMSHAH, but
the programmed version (statement 5 in subroutine VENTR of HACS) is correct.

The equation of AMSHAH is

WL = AhCdPL[2gPL(HL-Hh) + 2(P-Pa)]11•2 AMSHAH (2.2)

[4] Landau, L. D., and E. M. Lifshitz, Fluid Mechanics, p. 4, Pergamon,
London, 1959.

[5] Blackburn, J. F., G. Reethof, and J. L. Shearer, Fluid Power Control,
pp. 178-184, M.I.T. Press, Cambridge, Mass., 1960.
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The dimensions of the terms in this equation are not all equal. The
problem of liquid venting from a tank is considered in most fluid dynam cs
books (e.g., [6]), and the equation should be:

WL = AhCdPL[2g(HL-Hh) + 2(P-Pa)/PL]I/ 2  (2-1a)

or

WL = AhCd[ 2 PL(P-Pa + gPL[HL-Hh])]/ 2  (2-1b)

Equation (2.2) of AMSHAH is wrong in that the density of the liquid (PL)
is multiplying (HL-Hh) instead of dividing the pressure difference.

2. Gas Venting Equations

There are no errors in these equations, but the inconsistent use of
different units in the text and in the program may lead to some confusion.
In addition, one of the equations in AMSHAH (page 5) and both the state-
ments in VENTR may be written in simpler forms.

Equations (2.5) are:

Wv AhCdP[ (k/(RvT) (2/(k+l))(k+l)/(k-1)]/2
AMSHAH (2.5a), (2-2)

Wv = AhCd[2pv(P-Pa) B2 /k(k/(k-l)) (I-B(k'l)/k)/

(I-B)]1/2 AMSHAH (2.5b), (2-3)

where B = Pa/P. These equations agree with those in Owczarek [7]. However,
in VENTR, statements 15 (corresponding to equation (2.5a)) and 21 (corres-
ponding to equation (2.5b)) are different from their corresponding equations.
This is due to the use of pressure in gmf/cm2 . The G which appears to be
out of place is needed to convert the pressure to dynes/cm2 . Statement 15
might be rewritten for efficient computation as:

W = CO*PT*A* SQRT (AM*G/R/T *AK* (2./(AK+l.))**((AK+l.)/(AK-I.)))
(2-4)

If one wishes to have the pressures in dynes/cm2 , then statement 15

should be:

W = CO*PT*A* SQRT ( AK*AM/T/R* (2./(AK+I.) )**(AK+I.)/(AK-I.) ) )
(2-5) 'A

[6] Lamb, H., Hydrodynamics, pp. 23-25, Dover, New York, 1945.

[7] Owczarek, J. A., Fundamentals of Gas Dynamics, pp. 204-205, Inter-
national Textbook Co., Scranton, Pa., 1964.
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with the DATA statement defining R replaced by

DATA R/8.3170E7/ (2-6)

since 8.3170xi0 7 is the value of R in erg/g-mole/ K

As stated previously, the factor G which appears to be extraneous in
statement 21 is needed to convert the pressure from gmf/cm2 to dynes/cm2 .

However, a simpler expression may be used. Letting B Pa/P in (2.5b),y
with algebra and the ideal gas relationship, we have,

Wv = AhCd [(2k/(k-l ))PvR(B2/k-B(k-'-l)/k]1/2 (2-7)•

so statement 21 may be written

W A*CO* SQRT(2.*AK/(AK-I.) *DV*PT*G* (B**(2./AK) - B** (-(2-8)

((AK+l.)/AK)) ).

This is the expression for pressure in gmf/cm2 . If one wishes to have the
pressures in dynes/cm2 , then the expression should be:

W = A'CO* SQRT ( 2.*AK/(AK-I.) *DV*PT* (B**(2./AK)

- (B** ((AK+I.)/AK))). 
(2-9)

3. Adiabatic Process Equation

Equation ('.l0a) of AMSHAH (page 7) is

T/Ti = (P/Pi)k/(k-l) AMSHAH (2.10a)

which is incorrect because the exponent is inverted. It should be

T/Ti = (P/Pi)(k-l)/k (2-10)

as given on page 87 of Thompson [8]. The statament in subrouftine RUTS is
• correct.

4. Energy' Equation

A detailed development of the complete energy equations is given in Ap-
pendix 2B forliquiddischarge and in Appendix 2C for gas venting from a rup-
tured enclosure. The following is a comparison of the analytical equations
in AMSHAH with the complete energy equations. The complete energy equation
for gas venting (2C-l0) is compared with equation (2.10b) of AMSHAH.

[8] Thompson, P. A., Compressible-Fluid Dynamics, McGraw-Hill, New York,
1972.
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k-- Equation (2C-10) of Appendix 2C is:

"ML2 CL (T1-T 2 ) + CLT (MLT-ML 2 ) + 0.5 (Mg 1+Mg2) Cpg (TI-T 2 )

0.5R (Mg1+Mg2 ) (Ti-T 2 ) = 0.5 (T1 +T2 ) Cvg (MLI-ML)2

M Pa+ + (tl-t 2 )
(ML-ML) -{Wo + oga +h av(

The corresponding equation"-in AMSHAH is: -

m (T,-T) (X Cpg + (C-X) CL) = I [mi (1-Xi) -m (1-X)]

+ V (Pi-P) AMSHAH (2.1Ob)

When rewritten in the notation of Appendix 2C, this equation becomes

ML2 CL (T,-T 2 ) + Mg2 Cpg (T,-T 2 ) - VT (PT -PT9 )

X= (MLI-ML 2 ) (2-12)

Comparing this with (2-11), we note that the first term in (2-12) is iden-
tical to the first term in (2-11) and that the second term in (2-12) is

Few. similar to theAthird term in (2-11). The terms involving the heat of
vaporization (X) are identical. At first glance, it appears that the
VT(PT1 -PT2 ) term in (2-12) might be equivalent to the 0.5(Mg 1+Mg2 )R(TI-T2)
term in (2-11); however, a careful examination of the terms using the
perfect gas law reveals two problems with this. From the perfect gas
law, we have

SpRT MgT

and differentiating gives

RT RM M
APT AM+ AT RMT AV

g g Ve A9

or

Vg APT= RT AM + RM AT- PT AVg

Using average values for nondifferentiated quantities gives

!Y (_ +Vg)(PT, +) - R( + T2)(MgI M R(Mg +Mg2 )(T1 -T 2 )

2 2 2 2

(PT +P 2 )(V1  -V 9)2

2

A 2-13



From this result, we see first that the VT(PT,- PT ) term in (2-12)
equals the 0.5 (Mg1 + 4Mg2) R (T I-T 2 ) term in t2-11) only if

R(T2+ T2) (Mg -g 2 ) - (PTi+ PT2)2 1 M 2)2 (V "1 Vg92)

i.e., if Ap = 0 . Since the thermodynamic process occurring in the vapor
cannot, in general, be taken to be a constant-density process, the two
terms in (2-11) and (2-12) are not equivalent. Furthermore, even if

R(Tl+T2)(Mg1 -Mg2 9 (PTi +PT 2 )(Vg - Vg)

so that

(Vg +Vg2 ) R(Mg +Mg)
41 92 (PT, -PT 1 92)g (Tj1-72)

a second problem arises because, in general,

(Vg1 +Vq2) V
2 g

is not equal to VT (the tank volume), which is the multiplier of the pres-
sure difference term in (2-12). This apparently erroneous use of VT instead
of Vg in the energy balance equation could potentially create far more
error than the omission of the various other terms. The rest of the terms
in (2-11) are not present in equation (2.10b) of AMSHAH or in (2-12).

"An intermediate form of the energy equation as obtained in equation
(2C-6) of Appendix 2C is:

Ft [ML CL T+ Mg Cvg T + Mg]

= (M + )[vg T + a + +0.5 v2 + Zhg] (2-13)
+dt L gPga0

To see that the pressure volume term in the equation in AMSHAH does
indeed correspond to the indicated term in (2-11), we-.goback to (2-13) and
follow the derivation of the MgCvA terms in two different ways. We note that
there is a term involving Mg and Cwvg (which comes from dU/dt) on the left-
hand sioe of (2-13) and another term involving these quantities (which comes
from w0 U) on the richt-nand side. Gathering these two terms on the left-hand
side we have

At [Mg Cvg T] CvgT d-t
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Using the fact that Cvg = Cpg - T) =C - R, we use each of these
expressions in the two terms aoove aný obRtain

N C dt g dMg d
"y g T dg (~PgT )T~ Cpg T dM1Cpg F+ Cpg T -d dt g(T dt+g PT. T T gd

+-PT dt Mg T +pg M - "dt RT + MgRd
Pg + p T -d L

A dd_
C pg T d + RT d'g (2-14)dt dt

In this equation •here are two terms which add out on the left side, and four
which add out on the right side. Using Vg Mg/Pg on the left side, (2-14)
becomes

Mg dT d PT Mg T dT dT
C (PT Vg) - Mg R dT (2-15)

:• ~from which it follows that _

Pg PT d dTddt (PT Vg)- pg dt M 9 --t (2-16)

Presumably, AMSHAH has approximated the two terms on the left side of this
equation by VT(dPT/dt). In any event, the correspondence between the
term just to the left of the equal sign in (2-11) and a term involving
pressure and gas volume is made clear in (2-16). )

The complete energy equation for liquid discharge is (2B-15):

I1ML CL dT + Mg2 Cpg (T 2-T1 ) + Cpg TI (Mg2-Mg1 ) + X Mg 2 -Mg)2• P 2( W a + . V

f[CL T dMg + PL(-wo) [ LL+ 0.5 v• + Zhg] dt + (PTVg) 2- (Pg Vg) 1

(2-17)

and this is compared with equation (2.10c) of AMSHAH:
m (Ti-T) [X Cpg + (l-X) CL] :(mX-miXi)+v(Pi-P)

AMSHAH (2.10c), (2-18)

To facilitate comparison, we note that AMSHAH uses the subscript i to
denote the previous state and the lack of a subscript to denote the present
state. X denotes the fraction of the mass in the tank which is in gas
phase, so Xm in AMSHAH is Mg in our notation. Likewise, (l-X)m is ML in
our notation of Appendix 2C. AMSHAH uses V to denote the volume of the
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entire tank, which we denote VT. Equation (2.10c) may now be rearranged to
give

ML2 CL (TI-T 2 ) + Mg2Cpg (T1-T2 ) + X (Mgl-Mg 2 ):VT (PTI-PT 2 )

(2-19)

Comparing this with equation(2-17), we see that two of the terms on the
left in (2-19) are identical with terms on the left side of (2-17) but that
many terms have been omitted, and that the term on the right side of (2-19)is not the same as the pressure volume term, and the omitted terms will be

evaluated by means of an example in the accuracy assessment.

5. Vapor Heat Capacity Equation

The Vapor Heat Capacity, denoted Cpg in AMSHAH and CPG in the computer
coding, gives the amount of thermal energy needed to raise a given quantity
of cargo by some unit of temperature. If the quantity of cargo is in grams
or kilograms, then it is called the specific heat capacity. If the quantity
is one mole, it is called the molar heat capacity. The subscript p denotes
that this is the heat capacity at constant pressure, which distinguishes it
from the heat capacity at constant volume.

Cna is a function of temperature, so the Chemical Properties File con-
tains co'fficients for a cubic equation which gives the Cpg as a function of
temperature. These coefficients have been used to calculate the values of
Cpq for a number of temperatures, and the results are compared with values
given by standard references [9,10], (Table 2D-1 in Appendix 2D).

The coefficients given in the Chemical Properties File are for an equa-
tion which gives the molar heat capacity in Joules/kmole/°K or Joules/kmole/
oC. Cpg is calculated for the initial tank temperature in subroutine PROP,
and there it is changed to cal/mole/°C before being stored in the state file.
After Ca is obtained from the State File by MODA, it is divided by the molecu-
lar weig t (AM) which converts it to specific heat capacity in cal/gram/°C.

In addition to the four coefficients in the cubic equation used to calcu-
late the molar heat capacity of the vapor at constant pressure, the file con-
tains upper and lower temperature bounds, within which the equatir- is appli-
cable. For the five cargoes being considered, the temperature bounds are
identical: -23 0 C to 327°C. The value of the vapor specific heat (Cpg) is
calculated at the initial tank temperature. For gasoline and methyl alcohol,
the tank temperature is unlikely to be below -23°C. For chlorine and ammonia,
which have boiling points near -35 0 C, Cpg may be evaluated at a temperature
somewhat higher than the initial tank temperature. This is because if the

[9] Weast, R. C. (ed.), Handbook of Chemistry and Physics, 52nd ed. (1971-
1972), Chemical Rubber Co., Cleveland, Ohio, 1971.

[10] Hodgman, C. D. (ed.), Handbook of Chemistry and Physics, 41st ed.
(1959-1960), Chemical Rubber Co., Cleveland, Ohio, 1959.
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temperature is outside the bounds in subroutine PROP, the equation is
evaluated at the appropriate bound. For chlorine or ammonia at -35%C, the
value of Cpg would be calculated at -23'C, which is probably not a signi-
ficant error. For LNG, however, which is very frequently carried in tanks
near its boiling point of -151.5 0 C, the error could be significant.

Table 2D-l contains values of Cpg from standard references and as cal-
culated from the equation whose coefficients are stored in the Chemical
Properties File. It is obvious that 0.502 will be used for LNG at -162°C,
while the actual value will be considerably less than 0.450. From the
values of Cpg for LNG from [9] in the table a quadratic equation for Cpg
may be derived. The coefficients are:

A = 0.02629
B = 0.003824
C = -7.23 x 16 (2-20)

These are coefficients of an equation to give Cpg directly in cal/gm/ 0 K.
The coefficients in the Chemical Properties File give the molar heat ca-
pacity in Joules/kmole/°K. The errors in Cpg for chlorine, ammonia, and
methyl alcohol range from 4% to 15%.

6. Liquid Heat Capacity Equation

The values of Cpl, the specific heat of the liquid phase, have also
been investigated. Table 2D-2 in Appendix 2D lists the values for chlorine,
ammonia, methyl alcohol, and gasoline. No values were found for liquid
methane, so the accuracy of the equation for Cpl for liquid methane cannot
be assessed at this time. The coefficients in the equation for Cpl in the
Chemical Properties File give the heat capacity in Joules/kg/°K for an
input in 'K. This value of the heat capacity must be divided by 4186 to
get the heat capacity in cal/gm/°K. I

From Table 2D-2, it is evident that the vapor heat capacity equation
is accurate for ammonia -nd may be extended to 20%C even though the listed
upper bound is 0.2°C. The equation for methyl alcohol does not do so
well when extended outside its range; the lower bound for methyl alcohol
is 15.2°C. This seems rather high, considering that methyl alcohol is al-
most always carried in tanks at ambient temperature and pressure. There
seems to be a definite error in the case of ch rine. The values for Cpl
calculated from the equation whose constants in the Chemical Properties
File are nearly identical with the values for C g, and are about half the
value of Cpl from the reference. It would appe r, then, that the values
for Cpl for chlorine are really values of Cpg.

7. Vapor Pressure Equation

The vapor pressure is a property of the cargo which depends markedly
upon the temperature, so calculating the vapor pressure once for the
initial tank temperature would be inaccurate if the tank temperature were
to change significantly, as it may in the adiabatic case. Thus, the co-efficicnts in the equation giving Pv as a function of temperature are
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passed into a function RLJVP, which is used by the submodel to calculate
the vapor pressure as needed. The statement there represents the equation

Pv = Io[A-(B/(T+C))] (2-21)

Ai•hich may also be written

logio (Pv) = A - [B/(T+C)] (2-22)

The accuracy of the vapor pressure equation with the coefficients from
the Chemical Properties File has been examined. Table 2D-3 in Appendix
2D lists the coefficients from this file and coefficients from the Handbook
of Chemistry and Physics [9]. It may be noted that the coefficients from
[9] are valid over a wider range of temperatures than from this file. The
accuracy of the different sets of equations is assessed in Table 2D-4.
Here the temperatures at which the vapor pressure was equal to a specific
value were obtained from an earlier edition of the Handbook of Chemistry
and Physics [10], and Pv was calculated from the two sets of coefficients.
We see that, for LNG (methane), chlorine, and methyl alcohol, the coef-
ficients from the Chemical Properties File give more accurate results over
their range, but that the coefficients from [9] give acceptable values of
Pv over a wider range.

The vapor pressure of ammonia as calculated with the coefficients from
the Chemical Properties File is certainly in error. While the coefficients
from [9] do approximate Pv, the approximation is not particularly good be-

a better fit to Pv in the range from +250 C to -35 0 C by starting with the

temperatures from [10] at which Pv = 1 atm and Pv = 10 atm. The coefficients
are A = 10.046 and B = 1207.3.

The coefficients from the Chemical Properties File do not appear to
give accurate values for the vapor pressure of gasoline either, but the
problem is made more complex by the varying composition of gasoline. The
Pv values in Table 2D-4 from [9] and [10] are for n-octane. Common gaso-
line is very unlikely to be pure octane, but n-octane and n-heptane usually
constitute the bulk of it. Using the coefficients from [9] for n-heptane
(A = 9.9166, B = 1837.5), one gets Pv = .042 atm at 19.2 0C and P,
.308 atm at 65.7 0 C. These values are quite close to those calculated from
the coefficients from the Chemical Properties File. And [10] gives the
vapor pressure of n-heptane as .0526 atm at 22.3 0 C. So it appears that the
coefficients from the Chemical Properties File give the vapor pressure of
n-heptane. An unexplained inconsistency, however, is that the specificIheats for gasoline were closer to those for n-octane than they were to

thcse for n-heptane.

8. Liquid Density Equation

The accuracy of the equation by which the density of the cargo in
liquid phase is calculated has been assessed, and the results are presented
"in Table 2D-5 in Appendix 2D. The densities for chlorine, methanol, and
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gasoline are quite acceptable. The densities of liquid ammonia in the
range of -20'C to +20 0 C are also quite acceptable, but the Chemical Proper-
ties File lists the range of validity as -78°C to -20'C, however liquid
densities for liquid ammonia temperature below -- 40'C are meaningless.

9. Overspecification of Input Conditions

The venting submodel requires inputs which overspecify the conditions.
Overspecification in the input conditions, in addition to being inconsistent,
can cause a significant computational error. That is, the user is told that
he must specify the mass in the tank, the volume of the tank, the temperature
in the tank, and the pressure in the tank. But these four variables are not
independent, so either the user must do a calculation beforehand to determine
one of these variables from the other three, or the program will begin with
an inconsistent description of the tank and its contents.

Overspecification means that more quantities have been specified than
are independent. If we have x = a + b, we cannot specify that x = 4,
a = 3, and b = 2, for then the equation is not satisfied. For the tank,
if it contains any liquid at all, then the pressure in the tank will be
the cargo vapor pressure at that temperature, so giving the tank pressure,
as well as temperature, is overspecifying the Problem. If the tank contains
only gas, then the pressure, density, and temperature are related by the
perfect gas law. Since specifying the mass and the volume amounts to de-
termining the density, we see that all three variables in the perfect gas
law have been specified, which is again overspecification.

The program calculates the pressure in the tank from the other vari-
ables for each step in the venting, and the initial pressure is not used in
these steps. However, the initial pressure is used in determining the ini-
tial flow rate and thus the initial time step. Unless the user has speci-
fied a consistent set of variables, this initial step may be in error. It
is possible, for example, to get a negative time for the first step.

In addition to there being no check to insure that the volume, mass,
temperature, and pressure are consistent, there is no check on the mass in
the tank, or that the temperature is above the critical temperature for
the cargo. Thus one may specify that the tank contains more mass than it
can hold at that temperature. For many cargoes the ambient temperature is
unlikely to be greater than the temperature at the critical point, but
for some cargoes such as LNG the critical temperatures are considerably
below ambient temperatures.

10. Incrementation of the Escaped Mass

As tank conditions change during the venting process, the flow rate
will change. Because it is difficult to find an analytic expression for
the flow rate as a function of time when an adiabatic process is assumed,
a finite-difference approach to the venting is used. In this method, the
mass in the tank is divided into a number of increments, and it is
assumed that the flow rate can be taken as constant for the time it takes
for this mass increment to escape from the tank. This is a standard
procedure, and if the increments are small enough, it provides a
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good approximation to the analytic solution in those cases where an
analytic solution is possible. There are two related errors:

(1) The mass in the tank at the end of a step is not the mass in
the tank at the beginning of the step minus the amount which
escaped. This amounts to ignoring the conservation of mass.

(2) The flow rate for a step is approximated by the flow rate at the
end of that step. It is customary and more accurate to use, as
a first approximation, the average of the flow rate at the
beginning of the step and the flow rate at the end of the step.

The magnitude of these errors will be proportional to the change in the
flow rate from step to step.

The main loop (DO 20) in which the rate of escape of the cargo is
computed is in the later part of subroutine RLJVI. The quantities with
which we shall be concerned are:

AMAS = mass increment
AMASS = mass in the tank at the end of the current step
AMASO = mass in the tank at the beginning of the current step
TML = total mass of liquid escaped
TMG = total mass of gas or vapor escaped
DT = time for AMAS to escape
TIME = time at the end of this step
FR = W = flow rate

The first statement in the loop is DT = AMAS/FR, and we see from statements
40 and 50 that the mass which escaped in this step is FR*DT. But in

between these statements a new value of FR has been calculated in VENTR,
based upon the new tank conditions computed in RLJTC. The FR at the
beginning of the loop is that calculated with AMASO amount of mass in the
tank, and that used in 40 and 50 is the flow rate with AMASS amount of mass
in the tank. In general they will not be the same, and the mass which
escaped in this step will not equal AMAS. However, when the next step
begins it is assumed that AMAS has escaped, because we have AMASS = AMASS
- AMAS. After a number of steps, the discrepancy between the total mass
escaped, TMG + TML, and the decrease in mass in the tank, AMSSO - AMASS,
could be quite large. The difference between these two quantities is
mass which has simply vanished.

The changes to rectify this problem are as follows: after statement
15, the statements

DT = AMAS / FR
TIME = TIME + DT

are removed. Between the call to VENTR and FR = W, the following state-
ment is introduced.

TIME = TIME + AMAS*2. /(FR+W)
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And then 40 and 50 are replaced by:

40 TML = TML + AMAS
50 TMG = TMG + AMAS

In order to assess the magnitude of the errors, the results as
obtained by HACS are compared with the results obtained with the correc-
tion. The computer calculations for the isothermal discharge of liquid
methanol in a cubic tank of heigit 493 meters and rupture height of
400 meters with an initial liquid level of 458.7 meters shows a 10.6%
relative error for the total mass of methanol released and ; 34.2% rela-
tive error for the amount of methanol discharged in the last step of
discharge.

11. Tank Vents or Pressure-Relief Valves, and the Decision to Stop Venting

The problem here involves the existence of vents or pressure-relief
valves on the tank. The assumed presence or absence of such valves will
influence the internal tank pressure, which in turn will affect the point
at which the program terminates the escape of the cargo. The program
currently will seriously underestimate the amount of cargo which escapes
for a low vapor pressure cargo in the adiabatic case, when the hole is
below the liquid level.

A different assumption about pressure-relief valves is made in the
isothermal case than that made in the adiabatic case. In the isothermal
case, the assumption is made implicitly in the first portion of RLJTC
that the tank has a negative-pressure relief valve with an infitesimal
threshold. While this is not likely to be the case in reality, it is a
good representation of the tank after an accidental puncture above the
waterline, since it is diffl-ult to imagine how a tank so punctured could
sustain much of the negative relative pressure. This assumption implies
that the escape of the cargo will not cease until the liquid level is below
the hole. While this approximation may be valid for nearly a continuous
spill, this would not be applicable to spills which have intermittent cargo
venting, interspaced by air replacing the discharged cargo.

The assumption in the adiabatic case, made in RUTS, is that there is
no negative pressure relief. In RUTS, two pressures are calculated: PV,
which is the vapor pressure of the cargo at the temperature then prevailing
in the tank, and PC, the pressure which would exist in the tank if all the
cargo was in the gas or vapor phase. If the cargo is below its critical
temperature, then the pressure cannot exceed the vapor pressure, as vapor
will condense to liquid until the vapor pressure is reached. Thus, the
program takes the minimum of PV and PC to be the tank pressure. This is
all very well in the case where the cargo . vapor pressure is greater than
the ambient pressure; but when the cargo's vapor pressure is less than
ambient, a relative negative-pressure will occur within the te.nk. The
equivalent relative pressure at the hole is [PT + G*DZ*DL - PA], where
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PT = the tank pressure (absolute)
G -= the acceleration due to gravity
DZ = the height of the liquid surface above the hole
DL = the density of the liquid
PA = ambient air pressure.

Now a negative relative pressure will occur when PT is less than PA, so
the liquid venting will stop when DZ is positive, i.e. when G*DZ*DL = PA

PT. This condition, no escape of liquid with the liquid level above the
hole, is not realistic. It is realistic if the tank is emptying through
a tube with an upturn on the end, or if the puncture is underwater, butit is not realistic for any type of simple hole above the waterline. What

will happen in this case is that short periods in which liquid escapes will
be separated by periods in which air passes into the tank (intermittent
venting) or that air will flow into the tank continuously through the top
portion of the puncture and liquid will escape through the bottom portion
of the puncture. In either case, the venting of liquid will not cease
until the liquid level is below the hole. And the pressure inside the
tank will not fall significantly below the ambient pressure.

Thus the assumption that the tank has a negative pressure relief
valve with a very small threshold should apply to the adiabatic case as
well as to the isothermal case. This can be done by replacing statement
10 and the following statement in RLJTS by:

10 PC = AMAXI ( PV, PA )
DV = AM *PV /R /TS

PV is used in the calculation of the density of the vapor, rather than PC
because, if the vapor pressure PV is less than the ambient pressure, then
only part of the vapor in the tank will be cargo vapor. It is the density
of the cargo vapor in which we are interested, and by Dalton's law of 1

partial pressures [3], the pressure relevant to a gas in a mixture of
gases is thal which each gas would exert if present alone. DV is used
here to calculate the fraction of the cargo in vapor phase, and a slight
error is introduced since the density of the mixture of cargo vapor and
air (not the density of the cargo vapor) in the tank above the liquid is
required. A relatively simple analysis will determine the desired density A
in terms of the amount of air drawn in to maintain atmospheric pressure.

ACCURACY ASSESSMENT

An accuracy assessment of the venting submod( is presented her-
with the help of two illustrative examples. The iormer is for the d1s-
charge of a liquid when the rupture in the enclosure is below the level
of the liquid cargo and the later is for the venting of gaseous cargo
when the rupture is above the level of the liquid cargo.

Example of Liquid Venting and Assessment of the Magnitude of Terms

We will compare the magnitude of the terms in equations (2-17) and
(2-18) of the section on Errors and Inconsistencies for a specific example:

2-22
zIS



the venting of a tank holding 83 metric tons of LNG. The initial condi-

tions and the properties of the cargo are approximated by:

ML = 0.830 x 108 g

Mg1  =_0

T, = 122 OK

X = 122 cal/g

CL = 0.864 cal/(g OK)

Cpg = 0.50125 cal/(g 1K)

VT = 0.2 x 109 cm3

PL = 0.415 g/cm3

R = 1.987 cal/(g-mole °K)

Molecular weight of methane = 16 (2-23)

The mass of cargo in gas phase is taken to be only approximately equal to
zero, since in practice it is impossible to fill a cargo tank completely
with liquid. For the purpotes of this analysis, this slight departure
from realistic initial conditions is immaterial. For this analysis, it is
assumed that the density of the liquid is independent of temperature and
pressure.

Let state 2 be that state of the tank after 10 metric tons of liquid
has escaped; thus ML2 = 0.730 x 108 g. The tank pressure will be the
vapor pressure, which is a strong function of temperature. Thus, equations
(2-17) and (2-18) contain the temperature implicitly in the pressure terms
as well as explicitly. This makes solution of the energy equation for the
temperature T2 difficult to obtain in a straightforward manner. Instead,
an iterative procedure is used. The vapor pressure for LNG is given by

log1 o(Pv) = 9.737 - 389.9/(T - 7.16)

where Pv is in dynes/cm2 and T is in OK.

After several iterations one finds that AMSHAH's equation '2.10c) or
(2-18) is satisfied by the following state:
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T2  = 121.838 'K

ML 0.730 x 108 g

A PT2 = 2.173 x 106 dynes/cm2

5; Vg2  VT !L2  = 0.024096 x 109 cm3
-• PL

Pg2  PT - 0.0034192 g/cm3

R9 T2
Mg2 • Vg2 pg= 0.823 x I0' g (2-24)

where

PT1 (Tj) = Pv (122.0 'K) = 2.19735 x 106 dynes/cm2

PT(T 2) = Pv (121.839 OK) = 2.1731 x 106 dynes/cm2

and 1 atmosphere = 1.01324 x 106 dy ne/cm2 .

The values of the various terms in AMSHAH's equation (2.10c) or
equation (2-18) are:

(T1-T2 ) Mg2 Cpg = 0.00006641713 x 108 cal

(TI-T 2 ) ML CL = 0.10154592 x 108 cal

X (Mg1-Mg2) = 0.100406 x 108 cal

VT (PT1-PT2 ) = 0.00115490476 x 108 cal (2-25)

We see that the change in the internal energy of th, gas in the tank is
negligible, and that the pressure volume term is aLeut one hundredth the
size of the two largest terms.

To see if the values for state 2 given above satisfy the complete
energy equation (2-17), we wish to substitute these values in (2-17).
However, (2-17) contains explicit integrals. Let us use the average
values for the arguments in these integrals; we then have

0.5 CL (ML,+ML 2 ) (TI-TO) + Mg2 Cpg (TI-T 2 ) + Cpg Ti(Mg-Mg 2 )

+ 1(Mg-Mg2 ) = 0.5 CL (TI+T2 ) (Mg-Mg 2 )

i t beP + 0.5 0 + Zh g]} (tl-t2 ) + PT I V 2  (2S~(2-26)

where the subscript av after the braces indicates that the quantity within
is to be an average of the values at state 1 and state 2. t 2-tl is the

4
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time it takes for the 10 metric tons of LNG to escape. For the values of

state 2 given by (2-24), the values of the terms in (2-26) are:

CL ALA (T--T2) 0.1090601 108 cal

2 12

MgC (T1-T 2 ) = 0.00006641712 x 108 calpg2

Cpg T, (MqlMg 2 ) -0.0503285 x 108 cal

S(Mg1-Mg2) - -0.100406 x 108 cal

S(T1+T2 ) (Mg--M -0.0866935 x 108 cal
2

Pa
+w 0.5 V + Zh gj }(tl-t 2 )= 0.00505268 x 108 cal{(-wo) +O'5v

av

(PT1 VglPT2 VgP ) - -0.0124539 x 108 cal

(2-27)

If the above quantities are substituted in equation (2-26), the equation is
not satisfied. This implies that the temperature calculated from AMSHAH
equation (2.10c) is not correct.

To determine a temperature, T, which will satisfy (2-26), the iterative
technique is used again. After several trials, it is found that a tempera-
ture of 121.916 °K satisfies (2-26). Thus, the values for state 2 which
satisfy the complete energy equation are:

T2  = 121.916 °K

ML2 = 0.730 x 108 g

PT2 = 2.18447 x 106 dynes/cm2

Vg2  = 0.024096 x 109 cm3

Pg2  0.0034399 g/cm3

Mg2  = 0.8289 x 10s g (2-28)
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The values for the terms in (2-26) using these new values for state 2 are:

2L (MLI+ ML) (T1-T 2) 0.0568115 x 108 cal

Mg2 Cpg (Ti-T 2 ) = 0.000035025 x 108 cal

Cpg T, (Mg =Mg2) -0.0506888 x 108 cal

A (Mg -Mg) -0.101124824 x 108 cal

C L
-C (T 2+T1 ) (Mg -Mg2 ) = -0.08734166 x 108 cal

{(-wo)[PLa+ 0.5 v0+ Zh gj} (t 1-t 2 ) 0.00507094 x l0' cal{I
PL av

(PTi Vg1-PT 2 Vg2) = -0.01253286 x 108 cal

(2-29)

The venting time, t 2 -tl, was found to be 6.03 seconds. We note that the
largest term, which AMSHAH had correct, is the term involving the heat of
vaporization. We refer the size of the other terms to this one. The only
other term which AMSHAH had exactly as~in (2-26) is the term giving the change
in the internal energy of the gas, Mg2 Cp9 (T1-T 2 ), and we note that this
term is negligible. For the first term in (2-29), AMSHAH used ML2 instead of
0.5 (ML2+ MLO), and this term in about half the size of the largest term.
The last term, which involves the pressure and gas volume and which AMSHAH
had incorrect, is about one-tenth the size of the largest term. The re-
maining three terms do not appear in AMSHAH's equation (2.10c). While the
outflow term is only about 0.5% of the largest term, the other two terms
are more than half the size of the largest term. The 0.5 CL (T1+T2 )(Mgl-Mg 2 ),
in fact, is about 87% of the largest term. Certainly it is not a valid
approximation to ignore terms this large.

The value of T2 found from (2.10c) was 121.839 'K while the value from
the .correct energy equation (2-26) was 121.916 'K. The temperature drop Z
in the first case was .161 'K and in the second case was .084 'K. While
the difference between the two temperatures is small, the error in the
temperature change is nearly 100%.

Before leaving this example, the values calculated above will be used
to show that the changes in the potential and kinetic energies are negli-
gible with respect to the change in the internal energy. With ZT = 500 cm
and AT : 4000,000 cm we have, for the liquid phase

2-26
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U1 : MLI CL T, :87.48 x 108 cal

U2 = ML2 CL T2 : 76.846 x 108 cal

with

U2 - U1 = CL (ML2T2 -ML1 Tl) = 10.634 x 108 cal (change in
internal energy)

PT AT g Zs12
-484167 cali 2

2
PT AT g Zs2

@2 : 2 :374600 cal

1I09567 cal 0.00109657 x 108 cal (change in
potential

energy)

It is obvious that the change in the potential energy is negligible since
it is about 0.01% of the change in the internal energy. For the kinetic
energy, the velocity of the liquid above the hole will be the same as the
velocity of the liquid-gas interface:

WO !
Vsl= 1LA 0l.0 cm/sec

so

K,= 0.5 MLL Vs = 98.8 cal

It can be seen from previous calculations that the mass of liquid vaporized
is less than 1% of the liquid that has vented. Therefore

~s~ W°2 =9.83 cm/sec
Vs PL AT

K2: 0.5 ML2 V2 83.97 calS2

K1-K2 = 14.83 cal (change in kinetic energy)

2-27
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Again, it is seen that the change in kinetic energy is insignificant
with respect to the change in the internal energy. For the gas phase, it
can be shown by similar calculations that the changes in kinetic and poten-
tial energy may be neglected with respect to the change in the internal
energy in this case as well.

Example of Gas Venting and Assessment of Terms

For the comparison of the complete expression (2C-lO) of Appendix 2C
and (2.10b) from AMSHAH or equation (2-12), we will consider an example to
assess the importance of the various terms in these equations. The same
initial state as used above will be used here (equation2-23). However, the
loss of 10 metric tons of LNG results in too great a temperature change
for some of our approximations to be valid when gas instead of liquid
"is being vented. In this case, therefore, we consider the case where
state 2 corresponds to the initial state after the loss of one metric
ton of cargo.

After a few iterations,it is found that AMSHAH equation (2.10b) or
equation (2-12) is satisfied by a state 2 given by

T2= 120.263 OK

ML 0.820 x l08 g
2

Vg2  0.024096 x 108 cm3

PT2 1.94845 x 106 dyne/cm2

O =T2 = 0.003105967 g/cm3

Mg2 = Vg2  g2 = 0.0000748425 x 10 g (2-30)

As before, the liquid mass does not include the small decrease caused by
evaporation and is therefore an approximate value.

The values of the four terms in equation (2.10b) of AMSHAH are:

(Tr-T2 ) Mg2 Cpg = .0000651745 x 108 cal

(T1-T2 ) ML2 CL = 1.23084 x 108 cal

A (ML -ML2) = 1.22 x 108 cal

VT (PT1 -PT2 ) = 0.0118524 cal (2-31)

and the temperature difference is 1.737 OK. It is clear that this equation
is primarily a balance between the second and third terms. The first term
is completely negligible and the fourth term is less than 1% the size of
the two large terms.
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The iterative procedure does not converge rapidly for equation (2C-10)
as it has in the other cases because (2C-10) is a more complex equation than
equation (2-12) and because the temperature change is much greater for gas
venting than it is for liquiid venting. After a few iterations a tempera-
ture of 120.759 was used to calculate P Mp and V.. and with these
quantities equation (2C-l0) was solved for a tempe ature o? 120.787. Thisis sufficiently close for our purposes. Wc may use the average of thesetwo temperatures to define a satisfactory state 2.

T = 120.773 'K

ML2 = 0.820 x 108 g

= 2.017155 x 106 dynes/cm2

Vg2 = 0.0240964 x 108 cm3

P Tg-2 .003202278 gg2 2

M .0000771633 x 108 g/cm3  (2-32)

The value of Cva is needed in (2C-l0) and since C a/Cvo = 1.305, Cvg =
0.3841 cal/(g K). The values of the terms in (2C-70)viare:

A8

ML CL (Ti-T 2 ) = 0.8795 x 10" cal

CL T, (MLi-ML 2 ) = 1.0541 x 108 cal

0.5 (Mg1 +Mg2 ) Cpg (T1 -T 2 ) = 0.000024 x 108 cal

-0.5 (Mg1 +Mg2) R (T 1-T2 ) -0.0000059 x 108 cal

0.5 (T +T2 ) Cvg (ML-ML 2 ) = 0.4466 x 108 cal

(ML-ML) = 1.2200 x 108 cal

F_ W La 1 I 2 8{Wo aa +2V 0 + gh] } (t 1-t 2 ) -0.2474 x 108 cal (2-33)
av

In assessing these values it is noted that the first and sixth terms in this
list are identical to terms in AMSHAH's equation (2.10b). These are both
large terms. The third term above is very similar to a term in (2.10b),
but this term is negligible. The fourth term in this list partially cor-
responds to the volume-pressure term in (2.10b), and this term is negligible
as well. The second, fifth, and seventh terms in the list are omitted
entirely from (2.10b). It is obvious that all three of these terms are
larger than two of the terms which AMSHAH kept, and that all three of these
terms are 20% or more of the magnitude of the largest term. The second
term, in fact, is the second largest term and is about 80% as large as
the largest term.
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The temperature difference when state 2 is determined from the complete
energy equation is 1.227 'K, compared with a temperature difference of
1.737 using AMSHAH's equation (2.1Ob). The error in usii.g AMSHAH's equa-
tion is about 0.5 OK, or about 42%. The error is much larger in terms of
degrees, here, than it is in the liquid venting exarmple, and after a large
number of steps is likely to be 10 'K or more in magnitude. In our example,
AMSHAH's equation overestimated the temperature drop. This means that the
temperature calculated from their equation will be less than it should be.
Since the gas venting will cease when the vapor pressure drops to the 1
ambient pressure, the use of AMSHAH's equation may seriously underestimatethe amount of gas which escapes from the tank.

SENSITIVITY ANALYSIS

The sensitivity analysis of the tank venting submodel has been done
for five cargoes: liquified natural gas (LNG), liquid chlorine (CL2 ),
liquid anhydrous ammonia (NH3) methyl alcohol (MAL), and gasoline (GAS).
For each cargo, both adiabatic and isothermal tank conditions have been
used. The results are contained in tables 2-la through 2-10b

Table 2-la will be explained in detail as an example. The first line
of the table gives the cargo in the tank, and whether the tank conditions
are adiabatic or isothermal. The second line describes the output quantity
used and the normal value of this quantity. Two output quantities have
been used in this analysis: the total mass released and the average flow
rate. The word "normal" here refers to the initial or unchanged value.
To do the sensitivity analysis, normal values are selected for the varia-
bles and parameters needed to run the submodel. Those items called
variables are those which the user of the model will usually select, such
as tank volume. Those items which are defined to be parameters are those
which the user does not ordinarily control. The parameters may be proper-
ties of the cargo such as the molecular weight which are determined once
the cargo is krown, or they may be quantities which are usually defined
within the computer program, such as the discharge coefficient or the
number of increments to be used in the numerical integration.

With the normal values of the variables and parameters specified, the
model is run with these input values, and the normal output values are
computed and recorded. Next the changed output values are computed. These
output values are computed by changing each variable and then each para-
meter in turn to a changed value. The changed value is the normal value
plus 5% of some reference value. For the parameters, the reference value
is the absolute value of the normal value of the parameter. For the
variables, the reference value is often but not always the normal value.
Since the hole height could be zero, for example, the tank height has been
taken as the reference value.
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To obtain the sensitivity coefficient for the initial tank tempera-
ture, the model is run with the changed value for the initial temperature
(the first variable), and this changed output is compared with the normal
output. The sensitivity coefficient is defined by the following equation:

S =[(c-n)/rn]/[(xcXn)/Xr] (2-34)

where S is the sensitivity coefficient, 4c is the changed output value,
ýn is the normal output value, Xc is the changed input value, Xn is the
normal input value, and Xr is the reference input value. The output
values are all required to be positive and greater than zero, so the out-
put change may be normalized by the normal output value. An input value,
however, may be zero or negative, so the input change is normalized by
the reference value, which is chosen to be greater than zero. Now x. is
defined by

Xc = Xn + Axr (2-35)

Sso (2-34) becomes

A has been chosen to be 0.05 for this analysis.

The first variable in Table 2-la is the initial temperature in the
tank. It may be seen that the normal value for this variable is 128 'K,
the reference value is 283 OK, and the changed value is 142 OK. The output
when all the variables except the initial temperature had their normal
values, when the initial temperature had its changed value, and when all
the parameters had their normal values was 0.738 x 108 grams for the total
mass released. This is identical to the normal output value, so the
fractional output (hc/Wn) is 1.0 and the sensitivity coefficient is zero.
The reason for this is that the initial temperature is above the boiling
point of LNG at atmospheric pressure. Since the tank conditions are assumed
to be isothermal, after the liquid level has fallen to the hole height
the tank will vent gas and, as the temperature will remain above the
boiling point, the tank pressure will be equal to the vapor pressure of
methane, which will be greater than atmospheric pressure. Thus the tank
will keep venting methane gas until it is empty. Actually, there is a
check in the program to prevent the tank from containing zero or negative
mass. Tnis means that the last step will not be carried through. Thus
if there are N steps specified, the computation will stop with I/N of the
cargo remaining. In this case, N = 100, so 99% of the mass vents in each
case. Thus the initial t~mperature, as long as it is above the normal
boiling point of LNG will have no effect on the total mass released.
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The initial temperature does have an effect on the rate of venting,
however. In fact, Table 2-lb shows that it has a very large effect. This
is due to the way in which the average flow rate is calculated, and the
strong dependence of the vapor pressure on the temperature. Since the
hole is one-third of the way tip the tank wall, and the tank is almost full,
approximately two-thirds of the mass will vent in liquid phase, and the
venting rate of the liquid is not very sensitive to the vapor pressure.
The -emaining one-third of the cargo will vent in vapor phase, and the gas
venting is much slower (in terms of grams/second, not in terms of cm/second)
than the liquid venting. The venting of this third of the cargo in gas
phase will take much longer than the preceding venting of two-thirds of the
cargo in liquid phase. Since the average flow rate is just the total mass
vented divided by the total venting time, the average flow rate will be
though the vapor pressure has little effect upon the venting of two-thirds

of the mass in liquid phase.

Sensitivity of the Tank Venting Submodel to the Six Variables

1. Initial Temperature. The initial temperature enters the computa-
tions in a number of ways. Its most pronounced influence is through the
vapor pressure for those cargoes which have boiling points below ambient

temperature at normal atmospheric pressure. Thus the venting of LNG,
chlorine, or ammonia is quite sensitive to the initial temperature. The
effect is greatest for the average flow rate for the isothermal case. In
the adiabatic case, increasing the temperature will increase the amount
of mass vented since the temperature will have farther to fall before it
reaches the normal boiling point. Increasing the initial temperature may
increase or decrease the average flow rate. Two competing effects are at
work. Increasing the initial temperature increases the initial flow rate

because the cargo vapor pressure is raised. At the same time, the liquid
density is lowered so the mass flow rate is decreased for liquids. The
gas density (saturated vapor density) will be illreiter inreeg upon
which effects predominate, the average flow rate will either increase or
decrease.

For methanol drd gasoline, which are liquid at ambient temperatures
and pressures, the initial tank temperature is not so important. The
dependence here is not dominated by any single effect. The liquid density
and specific heats are all functions of temperature, so changing the
initial temperature will affect the venting simulation in many ways.

2. Initial Mass. The normal initial mass is taken to be 93% of the
mass that the tank can hold at the normal initial temperature. The tank
cannot be 100% full, for if it were, then increasing the mass in the tank
by 5% or increasing the initial temperature by 5% would cause the tank to
overflow. Of course both the total mass released and the flow rate are
sensitive to the initial amount of cargo in the tank, and the mass released
is more sensitive to this variable than the flow rate as one might expect.
There is no pronounced difference in sensitivity between the isothermal
and adiabatic cases.

2-52



3. Tank Volume. Since the tank height is specified, changing the
tank volume effectively changes the cross-sectional area of the tank.
The submodel is not particularly sensitive to this variable insofar as
the total mass released is concerned, but the tank volume does affect the
average flow rate.

4. Tank Height. The height of the tank has some effect on the out-
put values except that the total mass released in the isothermal case for
cargoes which have normal boiling points below ambient temperature is
independent of the tank height. T'"' submodel is less sensitive to the
height of the tank than it is to mu,.. other variables.

5. Hole Height. The effect of changing the hole height is fairly
straightforward as one might expect. There is no effect on the total
mass released in the isothermal case for cargoes which have normal
boiling points below ambient temperature as might be expected. In these
cases, increasing the hole height increases the portion of the cargo which
escapes in gas phase, and thus decreases the average flow rate. For adia-
batic venting for these cargoes, the venting ceases soon after gas venting
starts because the tank temperature decreases to the normal boiling point.Thus both the mass released and the flow rate decrease when the hole

height is increased. For the cargoes which are liquid at ambient condi-
tions, the venting ceases when the liquid level drops to the height of the
hole, and the dependence of the output variables on the hole height is
straightforward.

6. Hole Diameter. The size of the hole or puncture in the tank hasno effect upon the total mass released, but of course it has a direct effect

upon the flow rate. The sensitivity coefficient for the average flow rate
is 2.05 in all cases.

Sensitivity of the Tank Venting Submodel to the Sixteen Parameters

1. Molecular Weight. The submodel is most sensitive to the molecular
weight of the cargo for the adiabatic venting of ammonia, and for this
case only the average flow rate is affected. On the whole, the molecular
weight of the cargo has little effect on the results of the submodel.

2. Specific Heat of the Gas. The equation for calculating the spe-
cific heat as a function of temperature has provisions for four parp:,Ieters, A
but only the first three are non-zero for most of the cargoes in t!e
Chemical Properties File. Except for the average flow rates for the
adiabatic venting of ammonia and LNG, the submidel is nearly insensitive
to the constants in the equation for the speciic heat of the cargo in gas
phase.

3. Specific Heat of the Liquid. The equation for calculating the
specific heat of the cargo in liquid phase as a function of temperature
has provisions for two parameters. For the average flow rates for the
adiabatic venting of LNG and ammonia, the submodel is fairly sensitive
to the values of these constants. Otherwise, the values of these con-
stants do not have a large effect upon the results.
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4. Vapor Pressure. The equation for the vapor pressure as a function
of temperature has three parameters, but only the first two are important
except for LNG. Even for LNG, the results are much less sensitive to the
changes in the third constant than they are to changes in the first two
constants. As might be expected, the values of the constants in the vapor
pressure equation affect only the three cargoes which have normal boilingpoints below ambient temperatures. The effect is larger for the flow rate

than it is for the mass of cargo escaped. The results of this submodel
are more sensitive to the values of the constants in the vapor pressure
equation than they are to any other parameters iF the cargo is a gas at
ambient conditions. If the cargo is a liquid at ambient conditions, the
results of the submodel are nearly insensitive to the vapor pressure.

5. Liquid Density. Except for the total mass released in the case of
isothermal venting of a cargo which is transported in the liquid state but
which is a gas at ambien* conditions, all the output values are somewhat
sensitive to the values of the constants in the liquid density equation.
The effect of changing the values of these constants is largest for the
average flow rate during adiabatic venting of ammonia.

6. Specific Heat of Vaporization. As might be expected, the value of
the heat of vaporization matters only in the case where the tank conditions
are adiabatic and the escaping cargo was originally a liquid in the tank
and is a gas at ambient conditions.

7. Discharge Coefficient. As might be deduced from the equations
used, the mass releascd is completely independent of the discharge coeffi-
cient, and the flow rate is proportional to the discharge coefficient.

8. Number of Increments. The escape of the cargo from the tank is
considered in steps, and the number of steps may be represented by N.
After each step, the amount of mass remaining in the tank is decremented
by (1/N) of the initial mass, and the amount which has escaped is incre-
mented by (1/N) of the initial mass. Thus N may be considered to be the
number of increments or the number of decrements. While the amount of
mass which escapes during each step is constant, the time it takes to
escape and the flow rate are not constant. The value of N has little
effect upon the amount of mass which escapes. The average flow rate is
somewhat sensitive to the value of N, and the tables show that increasing
N may cause the flow rate to decrease in some cases and increase in
others. N = 100 has been used here; the submodel from HACS had N = 200.

Appendix 2E gives details of the various subroutines that were
updated for use in the sensitivity analysis.
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CONCLUSIONS

The sensitivity of the model depends strongly upon the tank conditions
and whether the cargo is liquid or gas at ambient conditions.

A. Isothermal Conditions - Cargo in Gaseous State at Ambient
Conditions. This case applies to the venting of LNG, CL2, and NH3. In
this case all of the cargo will escape as long as the initial temperature
is above the boiling point of the cargo at imbient atmospheric pressure.
Thus the total mass released is independent of all the variables and all
the parameters. The sole exception to this is for chlorine, where the
changed value of the second constant in the vapor pressure reduced the
vapor pressure in the tank at the initial temperature to a value less than
the atmospheric pressure. Therefore, venting continued only until the
liquid level was below the hole, and then stopped; no gas venting taking
place.

As mentioned above, the average flow rate is sensitive to the vapor
pressure during the gas venting stage for this case. Therefore, the flow
rate is sensitive to changes in the initial temperature and to changes in
the parameters in the vapor pressure equation.

B. Isothermal Conditions - Cargo in Liquid State at Ambient Condi-
tions. In this case the venting stops when the liquid level falls below
the hole, since the vapor pressure of the cargo is too small to cause any
gas venting. For methyl alcohol and gasoline, then, the submodel is I
primarily sensitive to the initial mass and to the hole height. It is
also sensitive to the parameters in the liquid density equation and to
the height of the tank.

C. Adiabatic Conditions - Cargo in Gaseous State at Ambient Condi-
tions. For adiabatic tank conditions, the situation is more complicated.
The tank will cool somewhat as the liquid vents. After the liquid level
drops below the hole, gas vents and the temperature falls more rapidly.
Soon the temperature has dropped to the boiling point at atmospheric
pressure and the venting ceases. The total mass released is independent
of the hole size, but depends at least to some degree on the other
variables. The average flow rate is sensitive to all the variables.
The total mass released is not particularly sensitive to any of the
parameters and is independent of some of them. The flow rate may be
quite sensitive to the values of the parameters in the vapor pressure
equation. The sensitivity differences between chlorine and ammonia are
largely due to the fact that the chlorine tank was refrigerated and the
vapor pressure was only about 1.5 atmospheres, whereas the ammonia tank
was not refrigerated and the pressure inside it was about 6.0 atmospheres.
Thus the different sensitivities for chlorine and ammonia show the
different reactions of the model between a case where the cargo is main-
tained in the liquid state by low temperatures in one case and by high
pressure in the other case.
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D. Adiabatic Conditions - Cargo in Liquid State at Ambient Conditions.
In this case, the venting ceases when the liquid level falls below the
hole because the vapor pressure of the cargo is too low to cause gas
venting after the liquid venting stops. Thus the only way that the
adiabatic case differs from the isothermal case is that the decrease in
the tank temperature may change the liquid density slightly. However,
the liquid density is considered to be a constant at the initial temper-
ature, so for both methyl alcohol and gasoline, the results for the
adiabatic case are identical to the results for the isothermal case. The
computed temperature drop is just over 1.2 'C for the gasoline venting,
and about 15.5 'C for methanol which has a much higher vapor pressure
than gasoline.

On the whole, the models which follow this one (and the results
of the Vulnerability Model) are more dependent upon the total mass released
from the punctured tank than they are on the average rate of flow from the
tank. For these five cargoes, for both adiabatic and isothermal conditions,
the total mass released is fairly insensitive to all the parameters. The
amount of the cargo which escapes is sensitive to the initial tank condi-
tions such as the amount of cargo in the tank and the hole height, but this
is to be expected.

For the average flow rate, for those cargoes which are gases at
ambient pressure and temperature, the submodel is quite sensitive to the
initial temperature and to changes in the constants in the vapor pressure
equation. This is due to the fact that the rate of release is much slower
when the cargo is escaping as a gas rather than as a liquid, and the
gas flow rate depends strongly upon the internal tank pressure which will
be the vapor pressure, and the vapor pressure, in turn, is a strong func-
tion of the tank temperature.

SUMMARY AND RECOMMENDATIONS

The Venting Rate Submodel, in its original form, appears to have a
significant error in the formulation and corresponding computer coding of
the energy equation. Other minor problems have also been detected. When
the energy balance equation is reformulated, the model appears to be satis-
factory provided it is utilized by persons cognizant of the inherent limita-
tions of the model. Perhaps the most serious limitation of the model is
its neglect or incomplete treatment of the venting arrangements common on

most bulk cargo tanks. This, in some situations, may produce unrealvstic
results, which unfortunately may not always err in a manner producing
conservative estimates of damage. It is recommended that this limil vtion
on model realism be removed. Other less pressing improvements that might
be made include:

(1) in the case of adiabatic venting when the cargo temperature drops
below its freezing temperature, put in a test so that (a) different
vapor pressure equation is used in the case of gas venting or
(b) venting is stopped in the case of liquid venting;
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(2) rederive the energy equation by assuming that the liquid and gas
phases of the cargo are not in thermal equilibrium with each
other, but that each can be characterized by a single temperature;

(3) analyze the case of intermittent venting;

(4) ,xplore the advantages (if any) of numerical methods other than
decrementing mass;

(5) restructure the program so that overspecification of input condi-
tions is no longer a problem.

In summary, the Venting Rate Submodel as corrected gives results reasonably
close to reality considering the economy with which the results are ob-
tained.
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APPENDIX 2A

INPUT VARIABLES TO VENTING RATE MODEL

There are between one and two dozen quantities whose values must be
known before the Venting Rate Model can be *run successfully. The quan-
tities are divided into four categories:

A. Spill definition variables such as the volume of the tank

B. Model internal parameters such as the number of iterations
used in the venting subroutine

C. Properties of the cargo such as density and specific heat

D. Constants for which a fixed value is assigned in the subroutine
such as the acceleration due to gravity.

The type A quantities may vary over some range which is determined by
such things as the sizes of the ships or barges now in use or under construc-
tion. The type C quantities have only one correct value for the conditions
which exist at any given time and place, but these values may not be known
accuirately, or the specified conditions may differ from those which actually
occur. A,

A. Spill Definition Variables

Some of these variables are dependent upon the type of cargo being con-
sidered. For example, some cargoes are not carried in as large quantities
as others, so the maximum tank size would depend on the cargo; some cargoes
are carried in pressurized tanks, so the initial tank pressure would depend
upon the type of cargo. The type A quantities used in the Venting Rate
Model are listed in Table 2A-1. They are all real, continuously-variable
quantities except IADBT which is a flag indicating whether the conditions in
the tank are assumed to be isothermal or adiabatic during the venting process.

B. Model Parameters

There is only one quantity in this class for the Venting Rate Model;
it is INC which is the maximum number of incremental steps to be used in
calculating the venting rate as a function of time and mass remaining in the
tank. The maximum value of INC is currently 200, due to the dimensioned size
of the storage arrays.

C. Cargo Properties

Six properties of the substance in the tank are used in the Venting
Rate Model. They are listed in Table 2A-2. The density in liquid phase,
molecular weight, and heat of vaporization are simple properties which do not
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TABLE 2A-2 List of Type C (Cargo Properties) Quantities
Used in the Venting Rate Model (MODA)

Units Used
Name Number Description in Programs

DL 1004 deruity of liquid g/cms

AM 1002 molecular weight

CPG 1013 specific heat* of gas cal/g/°C

CPL 1007 specific heat of liquid cal/g/°C

HVAP 1014 heat of vaporization cal/g

AVP 1010

BVP 1011 constants in vapor pressure
equation

CVP 1012

It is actu, ly the molar heat at constant pressure that is obtained in
MODA, but it is changed to specific heat before being passed to RLJVI.
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change appreciably with temperature or pressure. Heat capacity and vapor
pressure change appreciably with temperature, and equations with which to

9?W calculate appropriate values of these properties are available in the
Chemical Properties File. The specific heat at constant pressure for both
the gas and liquid phases have been calculated at the initial tank tempera-
ture or at the boiling point and are passed to RLJVI as simple constants
For the vapor pressure, the constants in an equation are passed througt
RLJVI, RLJTC and RUTS to RLJVP where they are used to calculate the vapor
pressure as a function of temperature. The density of the cargo in vapor
phase is used in this model, but it is calculated from the temperature
and pressure by means of the ideal gas relationship.

D. Constants

This type of quantity includes all those which are treated as constants,
whether or not this is entirely appropriate. R and 7r are absolute quanti-
ties, dnd there is no question about defining them to have a single value
in a subroutine. This is true as well for the conversion factors needed to
change units, and the standard value for one atmosphere of pressure. The
case of g, the acceleration of gravity, is slightly different. There is a
standard value for g which is that at sea level at a selected location, and
this is commonly used without regard to the fact that the value of g varies
with location. The error involved in using the Atandard value for g is
probably small relative to other errors in this model. The final quantity
in this class for the Venting Rate Model is CO, the discharge coefficient.
Strictly speaking, CO depends upon the shape of the hole, and how far the
bent pieces of metal extend into the tank (or out from the original plane of
the tank wall if the puncture is due to forces from within the tank). From
theoretical considerations, CO is known co lie between 0.5 and 1.0. For
round holes, experimental values are available for different types of mouth-
pieces [6]. While measurements of CO for the jagged types of holes to be
expected in accidents may have been made, even if these data are available,
the shapes of actual accidental punctures of cargo tanks are not known. CO
is set equal to 0.80 in RLJVi for all holes in the program. (In this dis-
cussion of the discharge coefficient it has been assumed that the inviscid
approximation is valid.)
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APPENDIX 2B

ENERGY EQUATIONS - LIQUID DISCHARGE

Derivation of the Energy Equation for Liquid Discharge

The conservation of mass is expressed by

dML _ (2B-1)

dt 0oe

d = +w e ( 2 -2
dt e (B2

where ML and Mg are the masses of liquid and gas in the tank, respectively,
wo is t4e rate of mass flow out the hole in the tank, and we is the rate of
mass flow from the liquid to the gas due to evaporation.

The general energy balance equation as given in Bird, Stewart and
Lightfoot [11] is

tot>+ + (Dw W -W(B3dEtt � + PV + 2)<v>

dt P -< (2B-3)

where

Etot = Utot Ktot +tot (2B-4)

denotes the total energy in the system.

U, K, and c1 denote, internal, kinetic and potential energies, respec-
tively. The circumflex indicates that the quantity is given per unit mass:
U is the kinetic energy per unit mass. Q is the rate of heat flow into the
system, which will be zero here since adiabatic conditions are assumed. W is
the rate at which mechanical work is done by the system on its surroundings.

[11.] Bird,R.B., W.E. Stewart, and E.N. Lightfoot, Transport Phenomena,
Ch. 15, Wiley, New York, 1960.
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v is the velocity of the material, and V is the volume. <v> indicates that
the average is taken over the cross-section. Pressure is denoted by p. The
A indicates that the quantity following it in brackets should be evaluated
for the flow into and out of the system; the inflow term is to be subtracted
from the outflow term.

To proceed further, we make the following assumptions:

1. Thermodynamic equilibrium exists between the gas and liquid in the
tank at all times. This implies that the gas pressure in the tank
is the vapor pressure of the cargo, and that the temperatures in
the gas and the liquid are the same.

2. The cargo gas may be treated as a perfect gas.

3. The cargo liquid may be treated as an incompressible liquid, whose
density change with temperature is negligible.

4. Changes in kinetic energy and potential energy of both the liquid
and the gas phase are negligible as compared to the changes in
internal energy. (This assumption is shown to be valid by the case
study below.)

5. Changes in cargo properties like the specific heat with the temper-

ature may be neglected or their mean values may be used.

Since

U = U(T,V)

we have,

d : (L-)v dT+ ( )TdVT

For perfect gases and incompressible liquids,

so

du = (LU) dT CvdT (2B-5)6T v
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We take U 0 for the cargo material in the liquid state at a temperature of
absolute zero. Then

T A

U f Cv dT Cv T (2B-6)
0

where C is the specific heat at constant volume, for the liquid phase.
Thus,

Utot f p U dV; Ktot f Pv 1dV; Dtot fp dV
v V

where p is the density.

"If p and 0 are independent of the volume,

Ut M = M Cv T

and if p and v are independent of position, Aý

Ktt I M 23
Ktot = f p v dV = gd_ v Zs

S(to = f p ^Dd V f Sp AT g Z dZ

v 0

In the expression for Dtot, AT is the cross-sectional area of the tank
(which is assumed to be independent of z), and g is the acceleration due to
gravity. The positive z axis is upwards, and zs denotes the height of the
liquid surface in the tank. (z = 0 at the bottom of the tank.)

We may now write the energy equation for that portion of the tank occu-
pied by liquid. From equation (2B-3) we have

CL T + 0.5 M v+LA A T

-Wo [L T + + 0  h v wT + Xh + -- + 0.5 v2 + Zs g
PLPg

- ~dZs

- AT PT -a (2B-7)
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where the subscript g refers to the gas, the subscript L refers to the liquid,
and the subscript a refers to ambient conditions outside the tank, vs is the
velocity at which the liquid surface is falling, vo is the velocity at which
the liquid is passing out of the hole, and Zh is the height of the hole. ve
is the velocity at which the evaporating mass leaves the liquid surface.
,represents the heat of evaporation (per unit mass) of the cargo.

By the fourth assumption above we may neglect the change of kinetic and
potential energy within the liquid so (2B-7) may be written

d CL LCT+L a + 0.5 vo' g]hUT [ML k T] = - wo T + - 0 v Zhg

-We vg X + + 0.5 v2 + Zs g ]- AT PT ds (2B-8)
Pg ed

For the portion of the tank occupied by gas, from equation (2B-3) we hNve
ZT

d [Mg C T+ Mg X+ 0.5 M v+ f pg AT g Z dZ
dt 9vg g g9 ZZs

We [Cvg T + + + 0.5 v• + Zs g + AT PT 5  (2B-9)

The Mg • term on the left-hand side is required because we have taken U to be
zero at a temperature of absolute zero in the liquid state. Since we wish
to use the same reference for the internal energy of the cargo in both the
liquid and gas phases, the specific heat of evaporation must be explicitly
included in the internal energy of the cargo in the gas phase. By neglecting
the kinetic and potential energy of the material in the tank, equation (2B-.9)
may be simplified to

d ^VA ^ T 2 g dZs
t [MgCvg T+MgX]We vg T+X+g+ 0.5ve + ATPT-•- (2B-1O)

To obtain an equation for the entire tank, we add the energy equation
for the liquid portion (2B-8) to that for the gas portion (2B-10):

dt[MCLT;Mg~vgT+ Mr•] =-Wo L T + -+ 0.5 V2 + Zh (2B-II)

It may be noted that the we terms add out since they concern only the transfer
of energy from one part of the tank to another. Some terms may be eliminated
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from this equation by noting that the equations (2B-1) and (2C-2) for the con-
servation of mass allow one to write

dML dM
dt dt

With this expression one may eliminate the wo in the WoCLT term, so (2B-11)
becomes

A dMM dT dM
L C+ ML -T+ - (Mg Cvg T) + d

L dtL dt dt dt

CLT -- + CL T -w Lo + 0.5 vg + Zh g (2B-12)

It may be seen that there is now an identical term on each side of the above
equation and these terms may be eliminated. Since

A A

C = C + R
Pg vg

for a perfect gas where R is the universal gas constant in terms of mass and
the perfect gas law is

P = p RT

we ,,ave

A A

Cljg = Cpg - PT/(PgT)

Thus equation (2B-12) becoes

AdT d ~ T d (MgPT) A dMq
MLCL +-- (Mg Cng T) Ag

L? L ._,_ Pa t at

:dCL T- - wo + 0.5 v+ Zh (2B-13)

We now integrate this equation over the time which it takes the system to go
from state 1 to state 2. Those terms which are total differential terms may
be integrated directly, so we obtain
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{ML CL dT + (Mg Cpg T) (M g T) + X (MgMgf) :2 L dM+lL Ld 9 2 - (M pg I (g2-Mg, L ~

2
f (-Wo) + 0.5 v' + Zh g +) - (2B-14)P 2 Pg

Now Vg M /Pg, where Vg is the volume occupied by the gas. And by adding
and subtracting the quantity Mgs CpT we see that

Mg Cpg T)2 - (Mg Cpg T), M92 Cpg (T -T ) + T(

So we arrive at a final form for our energy equation in the case where the
tank is venting liquid:

2 A A

ML CL dT + M 2 Cpg (T2-T1 ) +Cpg TI (M gMg) + ^ (Mg2-Mg) 1

iCL T dMg + 0(-Wo) + 0.5 v0 + Zh g dt + (PT Vg) 2  (Pg Vg)

(2B-15)
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APPENDIX 2C

ENERGY EQUATIONS - GAS VENTING

Derivation of the Energy Equation When Gas is Being Vented

If the hole in the tank is above the surface of the liquid, gas will
be vented from the tank as long as the tank pressure P is greater than
the ambient atmospheric pressure, p . As discussed ablve, the tank pressure
will be the vapor pressure of the cargo at the temperature inside the tank,

and the temperature of the gas and liquid phases in the tank may be con-
sidered to be the same. The mass balance or mass conservation equations
are

dML - - w 2
w e (2C-1)

dt

we woe W0  (2C-2)

where w is now the flow of mass in gas phase out of the tank.

The energy equations are similar in nature to those for the case where
liquid was venting. Neglecting the change in potential and kinetic energywithin the tank, for the portion of the tank containing liquid the energy

equation is

"d TA gZs

dt CLX + 0.5 vy + Zs g] -AT PT • (2C-3)

The change of potential and kinetic energy in the portion of the tank con-
taining gas is also neglected, and the energy equation for this part of the
tank is

d A •Mg We vgT++PT 7t[Mg Cvg T + X Mg] w+ 0.5 v[ + ZSg-

Sg] dZs
w vg T i-+ La + 0.5 v0 + Zh + AT PT dt

0 v2 Cga 4g14 (2C-4)
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In this equation, Pga is the density of the cargo gas at ambient atmospheric
pressure, and at the tank temperature. Adding these two equations, the energy

equation for the entire tank may be obtained:

rMC CL-T + MgCvgT +X Mg] =-wo CvgT+ X+ -- +0 .5 vo+Zh g (2C-5)
L + M g gPga

Eliminating w0 by the use of equations (2C-1) and (2C-2).

12

d TAd [ML CL T + Mg Cvg T + XMg]

d dtL+ T + X + p-- + 0.5 v2' + Zh (2C-6)

Expanding the terms, (2C-6) becomes

d dT A dM AM 1A'
S(ML CL T) + Mg Cvg + Cvg T dt dt

dA dMg. A dML AdMg [!a+Z+ ^Cvg T dt+ tL+ dt t + (-wo) + 05 g
Cvg~~~~ ~ ~ T M ga '' 0 h9

(2C-7)

There are now two identical dM /dt terms on each side of the equation, and
these terms may be eliminated.9

_d ^ ^ dT dT_

dT (ML CL T) + Mg Cpg-d R Mg dt

A dM AdM [PFi .5v hg
Cva T dM+ X _W) P -

Cv T• • +'-W) + 0.5 v2) + Zh (2C-8)
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Integrating this equation between the states 1 and 2 as was done for liquid
venting:

2 A2

(ML CL T)2 - (ML LL T)1 + f Mg Cpg dT - f2R M dT

2^ T da + Zh g] dt (2C-9)fiv T M M2-1ML1) + f -wo) - + 0.5 0vo Z

This is the complete, rigorous energy equation for a tank which is venting
gas. For use in finite-difference schemes, where the difference between
states 1 and 2 are small, we write the arguments of the integrals as the
average of the arguments at the end points as was done for the liquid venting
case. Then (2C-9) becomes

ML2 CL (TI-T 2 ) + CL T, (ML- + 0.5 (Mg +Mg2 Cpg (T-T 2 ) -

0.5 R (Mg+Mg 2 ) (T1-r 2 ) = 0.5 (T +T2 ) Cvg (ML-ML 2 ) +V gP92a 2 1 2 (tL-tL2) +2-0)!

_,(L-ML2 ) { wo 0.5 + Zh g (2C-10)
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APPENDIX 2D

PROPERTIES

TABLE 2D-1 Values of Cpg at Different Temperatures

Cpg is the heat capacity of the substance in vapor phase at constant
pressure. C P Eqn stands for the equation used in HACS with the
coefficients from the Chemical Properties File. Since this equation
gives the molar heat capacity, the molecular weight of the cargo must
be used to get the specific heat. A molecular weight of 16 has been
used for LNG, and a molecular weight of 114 for gasoline. 114 corres-
ponds to octane, and the specific heat from [9] listed under gasoline
is the specific heat for n-octane. LNG is assumed to be pure mathane [10].

CTemperature C Sr
_Cargo (C) (cal/1K) Source

LNG -115 .450 [10, p.2289]
-75 .500 [10, p.2289]

15 .528 [10, p.2289]
-23 .502 C P Eqn

15 .527 C P Eqn

Chlorine 15 .115 [10, p.2288]
"25 .114 -9, p.D-135
15 .129 C P Eqn
25 .131 C P Eqn

Ammonia 15 .523 [10, p.2288]
15 .504 C P Eqn

Methyl 77 .390 [10, p.2288]
Alcohol 25 .328 [ 9, p.D-130]

77 .347 C P Eqn
25 .310 C P Eqn

Gasoline 25 .396 [9, p.D-130]
25 .348 C P Eqn
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TABLE 2D-2 Values of Cpl at Different Temperatures

Cpl is the specific w,'at capacity of the cargo in liquid phase. An
asterisk (*) indicates thdt the temperature is outside the range given in
the Chemical Properties File; the equation has been evaluated at this
temperature nevertheless. The value of Cpl for gasoline from [9] "i; the
value for n-octane.

Cag Temperature Cpl ouc
Cargo (°C) (cal/g/°K) Source

Chlorine 0-24 .226 [10, p.2266]
0 .120 C P Eqn

25* .132 C P Eqn

Ammonia -60 1.047 [10, p.2274]
0 1.098 [10, p.2274]

20 1.125 [10, p.2274]
-60 1.040 C P Eqn

0 l.100) C P Eqn
20* 1.120 C P Eqn

Methyl 0 .566 [10, p.2282]
Alcohol 20 .600 [10, p.2282]

25 .609 [ 9, p.D-130]
0* .526 C P Eqn

20 .590 C P Eqn
25 .606 C P Eqn

Gasoline 25 .532 [ 9, p.D-130]
25 .532 C P Eqn
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TABLE 2D-4 Values for Pv for Different TemperatureE

The temperature column contains the temperatures at which the vapor
pressure of the substance is given to be equal to the value in the
column headed [10]. These values are to be found on pages 2335-2424
of [10]. The values of Pv in the other two columns are calculated
from the equations given in Table 2D-3. LNG has been assumed to be
pure methane and gasoline has been assumed to be pure octane. An
asterisk (*) denotes values for which the temperature is outside the
bounds listed for the coefficients.

Cargo Temperature Pv (ATM)
(0C) [10] C P Eqn Eqn from [9]

LNG -181.4 .132 .132 .119
-161.5 1.0 1.001 .958
-152.3 2.0 2.005 1.987
-1 3. 5.0 4.765* 4.987
-108.5 20.0 18.019* 20.991

Chlorine -71.7 .132 .140* .113
-47.3 .526 .537 .455
-33.8 1.0 1.003 .873

10.3 5.0 5.088 4.748
35.6 10.0 10.482* 10.083

Ammonia -68.4 .132 .003* .097
-45.4 .526 .018* .428
-33.6 1.0 .041 .823
-18.7 2.0 .106 1.721

4.7 5.0 .379 4.676
25.7 10.0 1.007 10.035

Methyl -16.2 .013 .013* .013
Alcohol 21.2 .132 .132 .124

64.7 1.0 .997 .896
112.5 5.0 5.410 4.697

Gasoline -14.0 .001 .006 .002
19.2 .013 .045 .013
65.7 .132 .344 .117

125.6 1.0 2.093 1.123
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TABLE 2D-5 Liquid Densities

The densities of the five priority cargoes calculated from the equation
whose constants are in the Chemical Properties File are compared with
values from references.

Cargo Temperature P Source
Cargo(0 (g/cmd) Suc_

LNG -164 0.415 [9, p.C-365] (methane)
-164 0.428 C P Eqn

Cloririe -33.6 1.56 [9, p.B-lO]
-33.6 1.55 C P Eqn

Ammonia -20 0.665 [9, p.E-21]
-20 0.660 C P Eqn

0 0.639 [9, p.E-21]
0 0.639 C P Eqn

20 0.610 [9, p.E-21]
20 0.608 C P Eqn

Methyl 20 0.791 [9, p.C-370]
Alcohol 20 0.791 C P Eqn

Gasoline 20 0.702 [9, p.C-399] (octane)
20 0.684 [9, p.C-321] (heptane) I
20 0.683 C P Eqn
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APPENDIX 2E

SENSITIVITY ANALYSIS FOR MODA

The sensitivity analysis on the Venting Rate Model is described in
the following pages.

1. The total mass released and tle average flow rate are used as the
output variables.

2. All five cargoes which were priority cargoes during the first year
of development of the Vulnerability Model are used for the analysis. The
analysis is done for both isothermal tank conditions and adiabatic tank con-
ditions. The "medium-sized" amounts of each cargo are used. The initial
conditions are given in Table 2E-l.

3. The cargo properties are contained in the Chemical Properties
File. In a few cases the coefficients in an equation which is used to calcu-
late a specific property have been changed. For example, the coefficients
used in the equation to calculate the vapor pressure of ammonia have been
replaced by more accurate values. The discharge coefficient and the number
of increments of mass to be considered are also needed. These two quantities
and the properties of the cargo are included in the class denoted parameters.
The items listed in Table 2E-l are denoted variables. A discharge coefficient
of 0.80 is to be used, and the number of increments has been set at 100.

4. The subroutines shown in the figures are used. A number of prob-
lems have been encountered with the original Venting Rate Model. The changes
required to upgrade the treatment of the adiabatic cases were so substantial
that it seemed preferable to rewrite the subroutines involved rather than to
modify the existing subroutines. Therefore, some of the subroutines discussed
are considerably different from those subroutines contained in HACS. The
names of the subroutines have been changed to prevent the confusion which
might result from having two substantially different subroutines with the same
name.
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MODA Subroutines

The correspondence between the original subroutines in HACS and the new
subroutines developed for this sensitivity analysis is shown in Table 2E-2.

VENTING (Figure 2E-l)replaces RLJVI, and performs many of the same
functions, but very few statements are the same in both subroutines. The
arguments are now passed in labeled COMMON statements instead of by argument
lists; and the constants are now defined in DATA statements rather than in
replacement statements. The nomenclature has been revised to be more consis-
tent. Pressure is no longer included as an input because of the over-speci-
fication problem. Generally, the pressure will be ambient atmospheric
pressure if the tank has pressure relief valves.

The FORMAT statements 9001, 9003, and 9039, and the associated PRINT
statements are included only for testing and for the sensitivity analyses.
They will be removed before the subroutine is made a part of the VM.

The main loop in VENTING extends from statement number 11 to the state- I
ment above statement number 5F. In this loop the mass in the tank is decre-
mented, and the tank conditions and the flow rate at the end of the escape
of this mass decrement are calculated by means of the call to TANK. The
procedure here is straightforward - the amount of mass in the tank is de-
creased by the size of the decrement, and the time for this amount of mass
to escape is computed using a flow rate which is the average of the rate at
the beginning of the escape of the decrement and of the rate at the end of
the escape of this decrement. In RLJVI, a time for the escape of the decre-
ment was cal!jlated based on the beginning flow rate, and then this time
period was multiplied by the final flow rate to give the amount which escaped.

Subroutine TANK is shown in Figure 2E-2. This subroutine performs the
functions which were previously divided between RLJTC and RUTS. There are
four different cases to be considered, depending upon whether the tank con-
ditions are taken to be isothermal or adiabatic, and whether there is both
liquid and gas in the tank, or only gas. The isothermal cases are quite
simple, and are easily computed.

In RLJTC and RUTS, the iteration loop for the adiabatic case was con-
tained in RLJTC, and the equations were evaluated in RUTS. It turns out
that the case in which there is only gas in the tank may be solved analyti-
cally, hence an iterative procedure in this case is not required. The
thermodynamics of the case when there is both liquid and gas in the tank
depend upon whether the cargo is escaping in liquid or vapor phase. Thus the
two subcases for an adiabatic tank containing both liquid and gas make up the
greater part of this subroutine. The computations when gas is escaping are
covered in the section that starts ten cards below statement 31, and the
computations when liquid is escaping begin at statement 41.

"In RLJTC and RUTS the procedure was to assume that the temperature at
the end of the decrement was 10'K below the temperature at the beginning of
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SUBROUTINE VEwTING
TmIS SUBROUTINE DECREMENTS THE AMOuNT OF MASS IN THE TANK. AT E

C STEP THE OUTFLOW KATE# TIME, ANU TANK CONUITIONS ARE COMPUTED.
C
C INPUTS
C VOL VOLUME OF TAN' CM*3
C HT HtIGHT OF TANK CM
C HM HEIGHT OF HOLE CM
C HOLED DIAMETER OF THE HOLE CM
C DL LIQUID DENSITY GM/CM**3

C TO INITIAL TEMPERATURE OF TANK DEG K
C AMSO INITIAL MASS OF CARGO IN TANK GRAMS
C AM MOLECULAR WEIGHT OF THE CARGO
C CPG HEAT CAPACITY OF VAPOR CAL/GM-UEG C
C CPL HEAT CAPACIIY OF LIQUID' CAL/GM-OEG C

C IAO6T HEAT THANSFER FLAG (IF POSITIVE, TANK IS ADIABATIC.
C OTHERWISE IT IS ISOTHERMAL
C mVAP HEAT OF VAPORIZATION CAL/GM
C INC NUMBER OF MASS INCREMENTS TO 8E USED MAX = 200
C AVPBVPCVP CONSTANTS IN VAPOR PRESSURE EQUATION
C CO DISCHARGE COEFFICIENT

COMMON /MAP/ AVPtbVP*CVP. RtRSGA.COACO,' A14tAKCPGtCVGtCL. MVAP,
I IAOBTsINC9INS. HT.HHtHOLEO. VOLVOLVPVOLVN, AMSOAMSPAMSNUELMS
2 ,TMSTMSLT4SG, APXNDVPUVNtDL, WPWNAVFLOW, TIMPtTIMNDZPDLN
3 9POtPPtPN.PVgPA9 TOoTPtTN.TTtTA

COMMON / FLOCON / BEST. CHOK, CN1,CN2,CN3.

C **** OUTPUTS
C INS NUMBER OF INCREMENTS RELEASED

C TMS TOTAL MASS RELEASED GRAMS
C TMSL TOTAL MASS OF LIQUIU RELEASED GRAMS
C TMSG TOTAL MASS OF GAS RELEASED GRAMS
C TIMP TIME TO COMPLETE VENTING SECONDS
C AVFLOW AVERAGE FLOW RATE GRAMS/SEC
C FRMSV FRACTION OF ORIGINAL MASS VENTED

DATA R/8.317E7/9 G/980.665/9 PA/1013250*/

C *.. CALCULATED VARIAdLES
C THE LAST LETTER USUALLY INDICATES A TIME OR STATE
C 0 FOR INITIAL
C P FOR PRESENT OR PREVIOUS STEP
C N FOR NEo OR NEAT STEP
C A FOR AMBIENT CONDITIONS OUTSIDE THE TANK
C THUS PP = PRESET PRESSURE, PN = NEW PRESSURE, ETC
C P PRESSURE DYNES/CM**2
C T TEMPERATURE DEGREES K
C w OUTFLOW GRAMS/SECOND
C A FRACTION OF MASS IN GAS(VAPOR) PHASE
C DZ HEIGHT OF LIQUID SURFACE ABOVE HOLE CM
C OV DENSITY OF VAPOR GRAMS/CM**3
C AMS MASS GRAMS
C TIM TIME SECONDS
C VOLV VOLUME OCCUPIED BY VAPOR Cm**3

C
C **' MISCELLANEOUS ITEMS - CONSTANTS. ETC.

C A AREA OF HOLE CM**2
C k UNIVERSAL GAS CONSTANT ERGS/MOLE/DEG K

C RS SPECIFIC GAS CONSTANT ERGS/GRAM/OEG K

C AK RATIO OF SPECIFIC HEAtS

AK = I./ ( I. - ( 1.986 / AM / CPG

A 3-14159 * HOLED * HOLED / 4.
ACO = A * CO
RS = R / AM

C R AND RS IN ERbSv CPGqCVGq AND CL IN CALORIES
CVG = CPG - 1,986/AM
PRINT 9001,AK9AACOAMvRSvCVG

FIGURE 2E-1 Venting.
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9001 FORM4AT(* VENTING AA A ACO Am RS CVG *96G12*4)

AKP = AK .
AKM = AK.
t8TEST C 2. / AKP 1 'CAK /AKt4

¾CHOK 2AK / RS * f 2./ AKP *4C AKP /AKM

CNI 2 .* AK / AKMI
CN2 = 2. /AK
CN3 = AKP /AK
PkINT 90039 BTEST9 CHOK. CNICN2,CN3

9003 FORMAT (4BTEST9 CtIOK9 CN19CN29CN3 *. 5G12.4

TMSG 0 .0
TMSL =0.0
TIMN 20.00

-AMSN ZAMSO
INC = MINOC 00 INC
OELMS =AMSO / FLOAT INC
TN = O
PP = A#45N * RS * TN / VOL
PO z AMINIC PP. VAPPR( TN# AVP98VP.CVP )

PN = AMAX1C P0, PA
PO0 PN
UVN = PN / RS / TN
AN C VOL * OL # DVN /AMSN - DVN ( OL -DVN

CALL FLOw
INS =-1
GO TO .44

11 AMSN =AMSP - UELI4S

IF C AMSN *LT. OsO04*Amso GO TO 55

CALL TANK
IF C PN # DZN*DL'G .LE# PA 6 '0 TO 55

IF ( DZN .GE. i;.u ) TI4SL =TMSL + OELMS

IF C DZN .LT. 0.0 ) TMSG TM4SG +DELMS

TI"N =TIMP 2 .* OELMS / *N *WP

44. PP = PN
TP = TN
AP = AN
4'P =WN
DZP = DZN
OVP = DVN
AMSP AMSN
VOLVP =VOLVN
TIMP =TIMN
INS INS + 1
IF CINS *LE. INC GO TO 1

55 TI4S Ti4SL + TMSG
IF CTIMP .LE6 0.0 1GO TO 56
AVFLOW =TMS / TIMP
GO TO 57

56 AVFLOW 0.0
57 FRI4SV TMS / AMSO

PRINT 90O399 INS9 TMSGtTMSL#TMStFRMSV9 AVFLOW9TIMP.DZPPPxPqTP
9039 FORMAT C*OVENTING INS*#I4?3XO*MASS VENTED GAS LIG TOT FRACTION

1*93E10.4,F6.3, SX,4AVG RATE =*qE1O.4 / * TIME =#qF?.29* SEC0
2 DZ =*,F7.2* 3X**PT =*,E10;4, 3A9*X =0,F7.49 3Xt*T =*#F7.2 /

RET URN '

FIGURE 2E-1 (continued) Venting.
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SUýAROUTINL TANK
C COMPUTES TANK CONULTIONS - PNtfN9OVNl AN, ETC

CUOMMON /MAP/ AVPtdVPCVPt R9RS.GA9COACO, AMoAKtCP69CVGtCLo MVAP,

1 IAOBr9'INCv!iSi mTqhHtHOLEO9 VOLtVOLVPqVOLVNt AMSOAMSPAMSNUELMS
2 9TMSsTMSLsTMSG9 XP9XNtOVP9UVNfUL9 WPowNtAVFLOWt TIMP*TIMNDL0,DZN
3 9PO*PPgPNtPV.PAt TOsTP~tN#TT9TA

C ERGCAL NUMdER OF ERGS IN ONE CALORIE (GRAM-CALORIE)
OATA ERGCAL/4.ld4E7/

IF ( IAUBT .GT. 0 ) GO TO 21

C ISOTHERMAL CASE

TN = TP
PN z AMSN * RS * TN / VOL

PV x VAPPk ( TN, AVPBVP9CVP )
IF ( PN *LT. PV ) GO TO 15

C BOTH LIQUIO AND VAPOR(GAS) IN THE TANK
PN = AMAXI ( PV- PA
OVN =PV / RS / TN
AN =( VOL O DL * OVN / AMSN - OVN ) /(DL - DVN
GO TO 9I

C ONLY GAS IS IN THE TANK

15 OVN = AASN / VOL
XN 1.0
PN AMAXI C PN, PA

GO TO 99

C AOIA8ATIC TANK CONUITIONS
C FIND NEW TEMP (TN) AND NEW PRESSURE (PN) IF ONLY GAS IS IN THE TANK

21 Fl = AMSN * RS / VOL

TN = ( Fl PP ) ** (AK-1.) * TP ** AK
PN = Fl * TN I

C IF LIQUID IS IN TANK* NEW TEMP WILL BE CLOSE TO OLD TEMP

OV VAPPR ( TP, AVP9BVPtCVP )
IF C PV *LT. PN ) GO TO 31

C ONLY GAS IS IN TmE TANK
GO TO 15

C 80TH GAS AND LIQUID ARE IN THE TANK
31 PN a PP

TN = TP
C FOR FIRST ESTIMATE* ASSUME THAT PN=PP, TN=TP

DVN DVP

AN C VOL * OL * DVN / AMSN - OVN ) / U DL - DVN
CALL LIOLEV
A4SLP = AMSP * i 1.- XP
AMSGP = AMSP * XP

L 0
IF C OZ. .GT. 0.0 ) GO TO 41

C GAS IS ESCAPING ENERGY EQUATION IS IN CALORIES
C FOR A FIRST APPROXIMATION USE DELMS FOR DELMSL

Fl = 0.*5 •CVG * DELMS
CMSLP 2 CL * AMSLP
VOP = WP / ACO / DVP

POT RS * +A * Hh
PEET 4 iP * C POT + O.SVOP*VOP )

C USING THE 4 LARGEST TERMS4 GET FIRST ESTIMATE OF TN

TN = ( CCMSLP - F1)*TP - HVAP * DELMS )/ ( AMSNO(lo-XN)*CL * Fl I
SFIGURE 2E-2 Tank.
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C 5TART ITERATION LOOP
33 L L * 1

PN VAPPH ( TN, AV0 stVP9CV)
IF (PN *LEo PA ) GO TO 3a
UVN PN / RS / TN
AN = (VOL * OL * DVN / AMSN - OVN U/ CL DVN
CALL FLO*
VON =N / ACO / DVN
F3 = ON 4 C POT * 0.5VONVON )
DELTIM DELMS ' 2.0 / ( wP * WN )
F' . 0.5 * ( F3 * PEET ) # UELTIM / ERGCAL

C ENERGY OF ESCAPIN(3 CARGO IS INUETEkMINATE OURING TiE STEP 'N OH' .
C THE VENTING CHANGES FROM LIQUIU VENTING TO GAS VENTING

IF ( UZP .GT. 0.0 ) F4 = U.0
OELMSL = AMSLP - AMSN * A N.- AN
F2 = 0.5 * CVG * OELMSL
Fl 0.5 * ( AMSGP + AMSN A AN ) CVG
TT = C C CMSLP * Fl - F2 ) *TP - HvAP * DELMSL - F4 ) /

I AMSN ( CI.- AN) CL * Fl F2
TN : 0.2 * C '.*TT * TN )M
IF ( L .LT* 2 ) GO TO 33
IF ( L *GT# 10 ) GO TO 99
IF C A85 ( TT - TN ) eGT. 0.01 ) GO TO 33
GO TO 99

38 PN = PA
PRINT 90j, INS9LTN9PN

9038 FORMAT(*OL INS *t214,* TN PN *9F1Os.4G12.49' END GAS VENTIiIG *•
I PV oLE* PA*/)

RETURN

C LIQUID IS ESCAPING ENERGY EUUATION IS IN (GRAM) CALORI1S
41 CMSGP = CPG * AMSGP

VOP = oP / ACO / UL
PUT Z PA / OL G HH

PEET = AP * ( POT * O.S*VOP*VOP )
C FIRST APPPOXIMATIUN, ASSUME GAS FILLS VOL LEFT BY VENTING LIQUIU
C DELMSG = AMSGP-AMSGN = NEGATIVE IF MASS OF GAS IS INCREASING

OELMSG = - DVN * DELMS / UL
CMSLAV = CL *0o.5 *( AMSLP + AMSN*(C.-XN) )
F2 = 0.5 * CL * OELMSG
TN = (TP*(CMSLAV-F2) + (CPGOTP * HvAP) *UELMSG )/( CMSLAV * F2

START ITERATION LOOP

PV = VAPPR ( TN. AVP9BVPtCVP
PN = AMAXI ( PV9 PA )
OVN PV / RS / TN
AN = VOL • OL DVN / AMSN -3VN ) / ( DL-OVN )
CALL FLOW
VON WN /ACO/ DL
F3 = wN 4 C POT + OS.VONVON )
ODLTIM = DELMS * 2.0 / O wP * ON
F4 = 0.5 * ( F3 + PEET ) * DELTIM
F3 = ( F4 + ( VOLVP * PP - VOLVN * PN ) ) / ERGCAL
OELMSG = AMSGP - AMSN * AN
CMSLAV = CL *0.5 *( AMSLP + AMSNC(Io-XN) )
F2 = 0.5 * CL * DELMSG
FI = CMSLAV # AMSN * XN 0 CPG
TT = (TP*(CMSLAV*CMSGP-F2) + HVAP * DELMSG - F3 ) / C Fl * Fe
"TN = 0* ( 4o*TT * TN )
IF C L .LT. 2 ) GO TO 44
IF f L .GT. 10 ) GO TO 99
IF ( ABS ( TT - TN ) *GT. 0.03 ) GO TO 44

99 CALL FLOW
RETURN
END

FIGURE 2E-2 (continued) Tank.
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the decrement for the first iteration, and then to come successively closer
to the final temperature by the method of halving the interval. The procedure
here is to estimate the final temperature for the first iteration by using
just the largest terms in the energy equation. The size of the terms and the
equations used in TANK are discussed in the text of this chapter. This scheme
requires fewer iterations than the earlier method. In the case of liquid
venting, the temperature drop is usually a small fraction of a degree for each
mass decrement, and two iterations are usually sufficient to find the tempera-
ture to within a few hundredths of a degree. Two or three iterations are usu-
ally sufficient for gas venting as well, even though the temperature drop in
these cases is usually a few degrees.

The energy equation given in Appendices 2B and 2C contains the temperature
both explicitly and implicitly through the vapor pressure and the vapor den-
sity. Ignoring the implicit dependence on temperature, the energy equation
is solved for temperature at the end of the mass decrement. The temperature
so obtained is denoted TT in TANK. The temperature used to obtain the vaporI pressure and gas density is denoted TN. When the value of TT is found to be
very close to the value of TN used in obtaining TT, the equation is satisfied.
In examining the results of individual iterations, it was found that the final
value of the temperature was closer to TT and to TN after each step, so the
value of TT is weighted more heavily than the old value of TN when calculating

the new TN.

The step during which the liquid level falls below the height of the
hole presents special problems. It has been assumed here that the vertical
dimension of the hole or puncture is small enough so that the escape of both
liquid and gas simultaneously will not be very long compared to the time
required for the complete venting. While it is possible to do a detailed
analysis of the amounts of liquid and gas vented during the period in which
the liquid level falls from the top of the hole to the bottom of the hole,
this does not seem to be worthwhile. The level of effort required is not
consistent with the detail of approximations made elsewhere in this submodel
and in other submodels. Further, the exact configuration and dimensions of
the puncture would be needed, and these are unlikely to be available for
actual accidents. This problem has been treated by assuming that the tank
vents liquid as long as the liquid level at the end of the time decrement
step is above the hole height. Otherwise that venting of gas is assumed.
The program compares the hole height and the liquid level at each step to
determine which phase is being vented, and switches to gas venting from liquid
venting when appropriate. The first step in which gas venting is assumed
presents a small problem, however. In calculating the energy which the
escaping fluid takes with it, the flow rate at the beginning of the decrement
and the end of the decrement is needed. For this one step, the escaping
mass was liquid at the beginning of the step and gas at the end of the step.
Rather than go through a long procedure to determine the amount of energy
carried away in this special case, because this term is not a particularly
large one in the energy equation, this term is ignored for this one step.

Subroutine FLOW (Figure2E-3) performs the same calculations that VENTR
did, but there are many differences between the two. In the first place, the
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arguments have been placed in COMMON/MAP/. Secondly, since the outflow
rate is evaluated many times, the combinations of constants are evaluated
once in VENTING, and passed into FLOW in COMMON/FLOCON/. Finally, the
pressures here are in dynes/cm2 whereas the pressures were in grams-force/
cm2 in the original version of VENTR.

SUBROUTINE FLOWA
COMMON /MAP/ AVPidVPtCVP, R9RS9G9AtCO9ACO, AMAK#CP6tCVGtCL, HVAP,

1 IAOBTINCtINS, MTtMH9HOLEU9 VOL9VOLVP9VOLVN, AMSUOAMSP9AMSN9UEL,4b
S9,TMStT;4SLTMS., XPgAN9DVPDVNtDL, WP9wNAVFLOw, TIMP9TIMN9DLiPDZN
3 ,POtPPtP14,OVPA, TOTPtTN.TTTA

COMMON / FLOCON / HTEST9 CHUK9 CN1,CN29CN3

CALL LIOLEV
IF ( OZ,4 .LE. 0.0 ) GO TO 11

C LIQUID VENTING
4N = ACO * SORT ( 2.*DL *(PN - PA O* OL D DZN
RETURN

C GAS VENTING
11 8 = PA / PN

IF 8 o *LT. 1.0 ) GO TO 13

RETURN
13 IF ( • .GE. 8TEST) GO TO 17

C CHOKED FLOW
AN = ACO * PN * SORT C CHOK / TN)
IRETURN

C NON-CHOKED FLOW
1? AN = ACO * SORT C CNI DVN PN C d6*CN2 - 60*CN3 ) )

RETURN

FIGURE 2E-3 Flow.

LIQLEV (Figure 2E-4) computes the distance of the liquid-gas interface
above the hole. If the liquid surface is below the hole, a value of
-0.01 cm is returned. This allows the test for the cessation of venting
to be one simple test (third statem.ent below statement 11 in VENTING) rather
than the more complicated procedure used in RLJVI. Figure 2E-4 also contains
the function VAPPR, which computer the vapor pressure in dynes/cm2 for the
given temperature.
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,¶NS~~r4SLTtASG, ~ )pN0 VP.UVNOLV PqNVFLOW9 TIMS9P,IMSN,UEDZN

3,PO,~Pp~NtPVqPA~ TOTPTN.TT97A

VULLN = (1.- AN )* Ar4SN / OL

YOLVN =VOL - VOLLN

WN T * 'JOL4N VOL -liii

IF 0 ZN oLT. u.0 ) DN =-0.01I

FUNCTION VAPP C To A9t6qC

C GIVES VAPOR PRESSuRE IN OYNE.S/CM*2 FOR 7 11N BEG K

C THE +1 CONVERTS FR~OM NEWVTONS/40
2

x A -8/(T+C)
vAPPR 10. X~ + 1.
RETURN
ENO

FIGURE 2E-4 LIQLEV and VAPPR.
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CHAPTER 2 LIST OF SYMBOLS

Ah = area of the hole or puncture in the tank (cm2)

AT = cross-sectional area (xy plane) of the tank (cm2 )

SCL specific heat of the liquid phase of the cargo (cal/g *C)

Cp specific heat at constant pressure of the gas phase of the cargo (cal/g °C)

C =g specific heat at constant volume of the gas phase of the cargo (cal/g 'C)

E = energy of the cargo as defined by the equation (2C-4) (erg or cal)

g acceleration due to gravity (cm/s 2)

K = kinetic energy of the cargo with respect to the tank (erg or cal)

M = mass of the cargo at any time (g)

P = pressure (variously dyne/cm2 , gmf/cm2 , atm)

R = gas constant (cal/.-mole 'K)

T = absolute temperature (OK)

t = time (s)

U = internal energy (cal or erg)

V = volume (cm;)

v = velocity (cm/s)

W = rate at which work is done by the system (dyne/s or cal/s)

w = mass flow rate (g/s)

X = mass fraction of the gas phase in the tank

z vertical coordinate, z=O at the bottom of the tank and increases
in the upward direction (cm)

p = density (g/cm3 )

X = heat of vaporization (cal/g)

4 = potential energy of the cargo (cal or erg)
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> : change between outflow and inflow

< > = average value of a quantity over the area through which the
material is flowing

SUBSCRIPTS:

e refers to the evaporating mass

g refers to the gas phase

h refers to the hole

L refers to the liquid phase

o refers to the outflow through the hole

s refers to the surface between the liquid and the gas in the tank

T refers to the tank as a whole

tot refers to the value of a property for the entire system
I refers to the initial state

2 refers to the final state

A circumflex (^) indicates that the quantity is given per unit mass
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CHAPTER 3

MIXING AND DILUTION MODEL

INTRODUCTION

The Mixing and Dilution Model is designed to compute the concentrations
of a spilled cargu in water. The concentration is computed for locations
on and below the water surface as a function of time from the beginning of
the spill. This model corresponds to the documentation in Chapter 4,
Mixing and Dilution, of the Assessment Models in Support of the Hazard
Assessment Handbook (AMSHAH) [1]. The corresponding computer code in the
Hazard Assessment Computer System (HACS) [2] is under the executive sub-
routine MODP which utilizes the following computational subroutines: DILUN,
DLIN, DISP, and CNSPL.

AMSHAH originally considers five basic types of environmental settings
in which a spill may occur. These are lakes (still water),non-tidal
rivers, tidal rivers, estuaries, and open sea. Of these five, only three
are analyzed in AMSHAH, namely, non-tidal rivers, tidal rivers, and estu-
aries, Rnd only three are computer coded in HACS: non-tidal rivers, tidal
rive rd still water (Table 3-1). The solutions of the partial differ-
Sen* ,.ations governing the mixing and dilution of the spills are ob-
ta t'e form of a "near-field" approximation (when the location of
the conctnt ation to be computed is "near" the spill) or a "far-field"
approximation (when the location of the concentration is "far" from the
spill). The spill itself is modeled as either a "continuous" spill or an
"instantaneous" spill, depending upon whether the spill is best character-
ized as continuous or instantaneous in nature given the time of observa-
tion of the spilling-mixing process. When the length of time is greater
than five times the total venting time of a continuous spill, the computa-
tions are based on the analysis of "instantaneous" spills.

Some of the major problems encountered in the Mixing and DilutionSModel developed in AMSHAH and the corresponding coding in HACS are: the
complete neglect of buoyancy forces in the modeling of the dispersion of

the spill; an artificial "jump" in the concentration predictions when the
model switches from a near-field approximation to a far-field approximation,because of a lack of matching of the asymtotic behavior when the switching

occurs; lack of an accurate analysis for the near-field region when the
spill is in a tidal river; predicted concentration of the spilled cargo that

[1] Department of Transportation, U.S. Coast Guard, Assessment Models
in Support of the Hazard Assessment Handbook (CG-446-3), CG-D-65-74,
January 74.'

[2] Arthur D. Little, Inc., Hazard Assessment Computer System, User Manual
(WH•,), Cambridge, Mass., December 1974.
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TABLE 3-1 Types of Receiving Bodies for Spilled Cargo

HACS
AMSHAH AMSHAH Computer

Discussion Analysis Coding

Lakes

Non-tidal rivers *

Tidal rivers * *

Estuaries * *

Open sea -

Still water *
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ri becomes greater than the density of the cargo in the liquid state for many
hours after an instantaneous spill, when in reality the concentration of
the spilled cargo cannot be greater than the density of the cargo in the
liquid state; no documentation in AMSHAH for the computer coding in HACS for
the analysis of dispersion in still water; various typographical errors in
AMSHAH and coding errors in HACS. The symbols and references are listed at
the end of this chapter.

ASSUMPTIONS AND APPROXIMATIONS

The following is a list of the assumptions and approximations which were
made either explicitly or implicitly in the modeling of the Mixing and Dilu-t-,on Model.

1. There are no heat sources or heat sinks, no chemical reaction or
phase change in either the spill or in the water in which the
spill occurs.

2. The effect of buoyancy on the dissemination of the spilled cargo
is negligible.

3. Density stratification within the receiving water bodies has
negligible effect on the dissemination of the spilled cargo. I

4. The velocity distribution across a river is assumed to be uniform

in all cases.

5. The river is modeled as a rectangular channel.

6. Image sources of the first order are assumed sufficiently accurate
to satisfy the boundary conditions on the sides of the river.

7. In the computer coding of HACS, for the Mixing and Dilution Model,
the spill rate (venting rate) is assumed to be constant for the
entire duration of continuous spills.

8. The longitudinal dispersion is considered vanishingly small for
the near-field approximation of continuous spills.

9. When the concentration of the pollutant is nearly uniform across
a river, the far-field approximation can be used.

'lO. The river velocity of tidal rivers is treated as a constant
- dpevelocity on which is superimposed a sinusoidal variation which is

dependent on the tides at sea.

The following is a brief discussion of the implications of the assump-
tions and approximations.
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1. No heat sources, heat sinks, chemical reaction or phase changes
influence the dispersion. The Mixing and Dilution Model does not consider
any heat sources or sinks in the spill of the cargo into the water. InitialA
differences of temperature between the spilled cargo and the receiving
water bodies are not considered. It is assumed that the cargo is instanta-
neously brought to the temperature of the water without affecting in any
way the mixing and dilution of the cargo. However, changes in cargo proper-
ties caused by bringing the cargo to the temperature of the receiving water
are considered by the model. Chemical reactions of the spill with water
are not considered by this model, nor is a phase change of the spill con-
sidered. Some phase changes, from liquid to vapor, if they occur, would be
analyzed by the mixing and evaporation model. The assumptions stated here I
are valid for a large number of cargoes and any exceptional cargoes would
require additional analysis. N

2. Effect of buoyancy on the dissemination of the spilled cargo is
negligible. The amount of dispersion or movement of the pollutant that is
caused by buoyancy is assumed to be negligible compared to the amount of
dispersion or movement of the pollutant that is caused by diffusion and
convection. While this assumption may give acceptable predictions of con-
centrations of spills for cargoes which are neutra.fly buoyant in the receiv-
ing water body, the model is not applicable to cargoes denser or lighter than
water. The mechanism of mixing and dilution for spills that are denser
than water (and hence sink) is quite different from the mechanism of mix-
ing and dilution for spills nearly equal in density to that of water. In
order to consider the effects of buoyancy analytically, it is necessary to
solve the system of partial differential equations comprised of the con-
tinui t y equation, momentum equation, and diffusion equation; this task is
consi ierably more difficult than the analysis given in AMSHAH in which only
the diffusion equation is considered.

3. Density stratification within the receiving water body has negli-
gible effect on the dissemination of the spilled cargo. The assumption of
negligible effect on dissemination of spilled cargo by density stratifica-
tion is a limiting assumption. Density stratification can form one or
more inversion floors and ceilings and hence affect the dissemination of
the spilled cargo. Even for neutrally buoyant cargo spills, the inversion
layers may affect the dissemination of the pollutant with a possibility of
the formation of inverted mushroom spill envelopes.

4. The velocity of the river is uniform. In both AMSHAH and HACS
an implicit assumption is that the river velocity is uniform, i.e., the
flow does not vary with time (for the non-tidal river - a time variation
is considered for tidal rivers) or changes of position in either the
streamwise, cross-stream, or depthwise directions. In fact the river veloci-
ty does change with changes in any of these variables. For non-tidal
rivers, the time variation of flow may occur at a sufficiently slow rate
so that negligible changes occur over the time of observation of the spill;
for such cases the time invariance of flow is an acceptable assumption.
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Since the river velocity is always zero at solid boundaries, viz. the side-
walls and bottom, it is known a priori that the assumption of velocity
invariance with depth and cross-stream distance is, strictly speaking, in-
valid. However, since the rivers of interest generally contain turbulent
flow, the velocity profiles will tend to bI. blunt and in wany cases may be
accurately modeled by slug flow. Variations in flow velocity with distance
downstream will generally occur, caused both by changes in the geometry of
the riverbed and by inflow of additional water from tributaries. Whether
these variations may be successfully neglected depends upon how rapidly the
flow varies with distance downstream and for how long a distance downstream
the spill is to be observed.

5. River is modeled as a rectangular channei. The cross sections of
rivers are such as to have either sharp banks and approximately flat beds
(rectangular) or sloping banks and irregular inclined beds. For the pur-
pose of modeling, the river has been modeled as having sharp banks and
a flat bed and the rectangular area of the model is set equal to the
irregular cross-sectional area of the actual river. The depth or width
is specified and equating the areas thereby determines the remaining
geometrical parameter. Both the river depth and width are then speci-
fied as user inputs to the model. Modeling the river as a rectangular
channel seems to be an adequate assumption for the type of accuracy desired.
The details of the configuration of the river are not as important as the 4
gross depth and width of the river. The modeled rectangular channel is
shown in Figure 3-1.

6. First order image sources are sufficient for river bar.( boundary_
conditions. It is implicitly assumed that there i. no loss of :.he spilled
cargo by either adhesion to the river banks or by absorption irto the river
banks. In order to predict the concentrations of tne spill at various N
locations, the model first utilizes the solution of the equations in an
infinite region and then utilizes the superimposed solutions from first-
order image sources to "confine" the spill within the banks of the river.
For an "exact" confinement, an infinite number of image sources would be
necessary. The first-order images (one reflected about each bank) gives
an acceptable prediction of the concentrations only if the solution is
applied for time durations after the spill which are smaller than the
horizontal dispersion time given by

Tc b2/(e) AMSHAH (4.4a), (3-1)
c y

or the vertical dispersion time given by

Tcz = d2/(eZ) (3-2)

where b = half-width of the river
d = depth of the river
ey, ez = turbulent diffusion coefficients in they and z directions.
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a = distance of spill point from certer of channel

b = half-width of the channel
d = depth of the channel

w = width of the channel
x,y,z = coordinate axes

FIGURE 3-1 Rectangular channel model. A
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7. Constant spill rate. The model as developed incorporates conti-
nuous spills. Some of the analysis in AMSHAH considers available spill
rate for continuous spills. The computer program DILUN of HACS assumes the
spill rate "ZMDOT" is a constant. In the HACS model, MODP, the rate of
spill is set equal to a constant averaged spill rate which is obtained by
dividing the total mass of the spill by the total time of spilling. This
averaged spill rate may give acceptable predictions when the instantaneous
spill rate is approximately constant throughout most of the spilling
process. (The total simulated mass spilled is set equal to the total
cargo actually spilled.)

8. Longitudinal dispersion is negligible in the near-field treat-
ment for continuous spills. The additional longitudinal travel of a
spill due to dispersion in the direction of the river is assumed negligi-
ble in comparison to the travel of the spill by the river velocity, for
the near-field analysis of continuous spills. This assumption is appli-
cable to rivers in which the rate of longitudinal diffusion is small
compared to the rate of advection by the river velocity; all but very slowly
flowing rivers fall into this category.

9. Far-field concentration of a spilled material can be obtained from
a one-dimensional analysis of th-e diffusion process. After a spill occurs in
a river - the spill being either continuous or instantaneous - as the spill
travels downstream, the mixing and dilution process distributes the pollu-
tant throughout the cross section of the river. When the concentration of
the pollutant is nearly uniform throughout the cross section of the river,
a one-dimensional diffusion model is used for modeling this far-field loca-
tion. This approximation gives concentration of the pollutant at down-
stream locations but assumes that the concentration across the river is
uniform. The far-field approximation appears to be adequate, but care
should be used to assure appropriate matching to the near-field solution.

10. Variations in the tidal river velocity are sinusoidal. The veloci-
ty of water in tidal rivers is dependent on the rate of discharge of the
water in the river and the superimposed effect of rising and falling tides.
The velocity of the current is denoted by Uf and the amplitude of the sinu-
soidal superimposed tidal flow velocity is denoted by UT. Since the super-
imposed tidal flow velocity, UT, of a river is both along the direction of
flow velocity of the river, Uf, during falling tide and opposite to the
direction of the flow of the river during rising tide, the total flow
velocity U(t) of the river can be ret. esented by

U(t) = Uf + UT sin [a (t - 6)] (3-3)

where a is 2-a divided by the tidal period, 6 represents the time until the
next high-water stack, and t = 0 is the time of occurrence of the spill.
This is a reasonable assumption, but time variations in river velocity

-- 3-7

T



caused by winds, storms, runoff, and the effect of the sun on tides are not 4
described by this formula.

ERRORS AND INCONSISTENCIES

This section summarizes inconsistencies and errors in documentation

in the computer programming and in the analyses for the Mixing and Dilution
Model.

In developing the Mixing and Dilution Model, Figure 4.1 in AMSHAH
presents the following environmental settings in which a spill may occur:
lakes, non-tidal rivers, tidal rivers, estuaries, and open sea. Of these
five settings AMSHAH analyses only the following three: non-tidal rivers,
tidal rivers, and estuaries. On the other hand, the computer coding in
HACS includes non-tidal rivers, tidal rivers, and still water settings. The
last setting of still water is not analyzed in AMSHAH. This is shown in
Table 3-1. AMSHAH considers variable and constant spill rates but HACS is
restricted to constant spill rates of cargoes. AMSHAH limits its
analysis to the mixing and dilution of the cargo while the cargo is being
spilled and does not consider the mixing and dilution after the spill
stops. HACS analyzes the mixing and dilution of the cargo for the duration
of the spill and also after the cessation of spilling. This is shown in
Table 3-2.

The following categories of navigational waters are either analyzed
in AMSHAH or computer coded in HACS (cf. Table 3-1):

1. Non-tidal river

a. Near-field approximation for an instantaneous spill
b. Near-field approximation for a continuous spill
c. Far-field approximation for a instantaneous spill
d. Far-field approximation for a continuous spill

2. Tidal river

a. Instantaneous spill
b. Continuous spill

3. Estuaries

4. Still water

a. Instantaneous spill
b. Continuous spill

Errors and inconsistencies found in the modeling of these various cases are
described on a case-by-case basis in the following.

3-8iI



I

TABLE 3-2 Comparison of Analyses of AMSHAN rind HACS

I

Type of Mixing and Dilution Mixing and Dilution
Venting Rate Analyzed Analyzed After

Analyzed During Spill Spilling Ceases

AMSHAHvariable yes noand constant

HACS constant yes yes

3
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1. Non-Tidal River

For spills of cargo into non-tidal rivers, four approximations were
carried out. These approximations are analyzed in the following:

a. Near-field approximation for an instantaneous spill. In non-tidal
rivers, the concentration of a pollutant is given by equation (4.1) on page
30 of AMSHAH, without a derivation, as:

c(xsygzst) =2 M EX -kUtt-
(4¶t)'/ (ex ey ez)/1 4X t j
{EXP[_ (y-a)1 + EXP+ - (y+a-w)

"" 

Exp 
+ ExP-

z4 ez t AMSHAH(4.1), (3-4) - !

for an instantaneous spill that occurs on the surface of the non-tidal river
at the point (0, a, 0). The origin of axes is on the surface of the river,
at the midpoint of its width and at the same river cross section which
passes through the position of the spill. The direction of the axes of
reference are such that the positive x-axis is along the downstream direc-
tion, the positive z-axis is downward, and the positive y-axis is cross-
current so as to form a right-handed system of coordinate axes. Equation
(4.1)of AMSHAH contains only first-order image terms, one first-order image
being reflected about each of the two banks of a rectangular channel and
the third first-order image being reflected about the bottom of the rectan-
gular channel. The formula should, for consistency at least, also include J1
a first-order image reflected in the top surface of the river. This
inconsistency is discussed at length in Appendix 3B. The assumption in
equatipn(4.1) of AMSHAH of no transport of the spill through the sides
is valid everywhere only if an infinite set of higher-order images is I
considered, the statement in AMSHAH that equation(4.1)of AMSHAH is valid
everywhere and for any time appears to be in error. A

The exponent for the effect of the image source reflected about the
bank at y = -w/2 is given as[(y-a-w)2 /4evt] n equation(4.1)of AMSHAH.
This is incorrect and should be [(y+a+w) /4ey t]. From Figure 3-2 it A
can be seen that the distance of the observer y (at y from the origin) to
the image source reflected about the bank at y = -w/2 is [y+a+w]. Thus 4
the equation corrected for the correct image location is
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-I• • ,(w+a) T'-(w-a)...

(w/2)+a a (w/2)+a 1 (w-2a)

-- (w/2) a - (w/2)-a,- (w/2)-a

WI

L 0 Y S , R

z I -p * ........

Iz

(a-y

(w+a+y) -4 -- (w-a-y)

2w

Legend

IL = Image source reflected about left bank
IR = Image source reflected about right bank
Iz = Image source reflected about river bed
0 = Origin of axes

S = Source of spill
y = Observation position

FIGURE 3-2 Position of spill source and image sources.
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2~ M x- t2

c(x,y,z,t) ( 2 EXP -kt - (x'Ut)2
(4'rrt )1/2 (ex ey ez)1/2  L 4 e X tJ

te

" EXP' Ya + EXF"-P yaw + EXPL(yaw
1

LL 4 ey tJ 4 eyt tJ 4 ey, tJ

" EXP z + EXP
4 ez. t]4 ez t] (3-5) 1

b. Near-field approximation for a continuous spill. In non-tidal
rivers the concentration of a pollutant is given by equation (4.2a) on page
32 of AMSHAH, also without a derivation, for a spill rate M as:

c(x,y,z,t) 2 o (t -xlU) . EXP U + + 4 kJ4 7r x i~ye_;iz_ I-4 ey ez •
AMSHAH (4.2a), (3-6)

When the spill rate M is constant, the expression for the concentration of the
pollutant is given as:

c(x,yz) = A • EXP -U,_+ -+ 4k
2 7T x Vy ez 4x ey ez J

AMSHAH (4.2b), (3-7)

Both of these expressions appear to be incorrect and incomplete. The former
expression reduces to the latter since the mass flow rate for the latter is
a constant and the mass flow rate of the former is evaliuated at time equal to
{ t - (x/U) } where x/U is the time taken to travel from the spill point at
x = 0 to the observation point at x when the river current in U. The error
in both equations is in the decay term which is shown as k U/x and it should
be k x/U. These equations were. to be derived for the spill located at
(O,a,O), as stated in the documentation of AMSHAH, which would give one of
the exponents of the exponential term as {(y-a) /ey} instead of just
{y'/ey}.

The image source terms are also missing in the given expression. Hence
the application of the expressions (when corrected for the decay term) would
be restricted to length of time less than either of the diffusion times
Tc = w2 /(4ey) or Tcz = d2 /e - The expression is valid only for 0<x<Ut and
this restriction is not mentioned in the documentation of AMSHAH. As the
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image sources are not included in equation (4.2) of AMSHAH, the statement in
the documentation of AMSHAH seems to be in error when it states on page 33

" . .. equations (4.1) and (4.2) could be used for any length of time be-
cause of the provision of the image source terms in the equations, which
assure that there is no diffusion through the boundaries." This statement
in AMSHAH appears to be in contradiction to equations (4.1) and (4.2)
because equation (4.1) has only first order image sources and equation (4.2)
does not have any image sources.

The concentration of the pollutant, neglecting longitudinal dispersion
and higher order image sources, can be expressed as

c(x,y,z,t) =0 for t<0

c(x,y,z,t) = 0 for x<0

c(x,y,z,t) = 0 for x>Ut (3-8)

c(x,y,z,t) = 0 for x<U(t-tMT), if t>tMT

and for all other combinations of x and t,

c(x,y,z,t) : EXP[- L{+ -- -+-- (3-9)2 7r x (ey ezY/2 4x ey ez U

where tMT is the time when the tank is empty and the spill stops. The ex-
pressions for c given in AMSHAH have no provision for circumstances when the
spill could stop and dispersion and mixing would continue with the pollutant
already present in the water.

When the image sources are included, equation (3-9) becomes

c(x,y,z,t) = 2•ix(ye)/ EXP[---]
C ( X I Y , z s t ) 2 iT x ( e y e Z ) 1/ 2 E X L ]

yr

*-lEXP oxj i L 1
f•XP U--- + EXP . + EXPe4 4e yx 4j

UZ2] [U(z-2d) 21
{ [4 ez xJj 4 ez xjJ (3-10)

f ubroutine DILUN of HACS corresponding to the Mixing and Dilution Model
of AMSHAH is listed in Appendix 3D, Figure 3D-l. DILUN computer -odes
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equation (4.2) from statement 122 and hence the errors of equation (4.2)
are also included in the computer code.

Page 33 of AMSHAH gives values for turbulent diffusion coefficients.
The expression for ev agrees with equation (31) of Holley, Harleman,

A and Fischer [3]. Holley et al. also state that [ey = O.g3 U* Rh] for
straight wide ch'iannels. There appears to be an error in the documenta-
tion of AMSHAH where this expression for ey is listed under narrow
rivers.

c. Far-field approximation for an instantaneous spill. In non-tidal
rivers the concentration of a pollutant is given by equation (4.6a) on page
34 of AMSHAH, and the expression contains decay terms involving the decay
rate coefficient k. The differential equation from which the solution for
the concentration of the pollutant was to be derived is equation (4.5) on
page 33 of AMSHAH. The differential equation appears to be incomplete as it
does not account for the decay of pollutant concentration, but the solu-
tion does take into consideration the decay of the pollutant concentra-
tion. The differential equation in AMSHAH without any boundary conditions
is given as

ac +u c 1 a_ [E Aac
@-l = E A ~ AMSHAH (4.5), (3-11)

at ax T Tx ý X

and the differential equation including decay of pollutant concentration
would be

ac I _ rE A DO1 -kc (3-12)T+Ut 3x A x I

with the boundary conditions

c ÷0 for x ±O I
c 0 for t 0 c (3-13)

c =t 6(x) for t = 0A

The solution to the differential equation (3-12) with the boundary con-
ditions (3-13) is

c(x,t) = M EXP [ t + k for t>0 AMSHAH (4.6a),
A 14-7Et L 4Et (3-14)

and c(x,t) = 0 for t<0 (3-15)

[3] Holley, E. R., D. R. F. Harleman, and H. B. Fischer, "Dispersion in
homogeneous estuary flow," Am. Soc. Civil Eng., J. Hydraulics Div.
96:1691-1709, 1970.
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The near-field and the far-field approximations were developed so that
these expressions could be utilized where appropriate and automatic switching
from the near-field approximation to the far-field approximation would occur
according to the conditions for each. Unfortunately, the computer coding of
DILUN utilizes only the near-field approximation for instantaneous spills and
does not switch to the far-field approximation.

d Far-field approximation for a continuous spill. In non-tidal
rivers the concentration of a pollutant is given on page 34 of AMSHAH as

c(x~t) ±.EXP ~ [EXPfi x (3-16)jt 11
- EXP ERF~x I AMSHAH (4.6b),-2 •- E~ (3-16) .

where AMSHAH defines

S: +2kE (3-17)IM

A complete derivation of the solution to the differential equation is A
given in Appendix 3A from where it can be clearly seen that the definition of A
92 appears to be incorrect in AMSHAH. It should be

= 7U2+4kE (3-18)

The corresponding computer code for Q in DILUN, statement 13, also appears to
be in error. Statement 123 of DILUN should be

123 OMG : SQRT(U**2 + 4.*XK*E). (3-19)

If tMT is the time at which the spill ceases, the complete solution is
given below:

For t<O, c(x,t)= 0 (3-20a)

for O<t<tMT, c(x,t) - EX EXPXP ERF t-l•
2AQ L2 (74 E /J:

- EXP { -ERF (3-20b) A
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...

and for t>tMT,
fxuF )XQ6 x+(t-tMT)~I

c(x,t) = - • EXP EXP ERFI - - ERF
MI [ _2E] V\4v'Et-t) 4E(t-tMT) J

- f-xsQ] f x-Rt\ - -(t-t~l)1
-EXP'- . 4-ER t) - 4EF(t-tMT) _ i

(3-20c)

Even though the documentation of AMSHAH gives the solution for only
O<t<tMT, the computer coding of HACS considers the solution for pollutant
concentration for O<t<tMT and for t>tMT . There is an error in the
computer coding of equation (3-20). The error function terms must be sub-
tracted. In DILUN the computer code multiplies the error function terms.DILUN has the following expression:

C = FI*F2*F3 (3-21a) A
The documentation in AMSHAH gives further simplications for t-ýo as

A rx(U-Q)1
c(x) =- EXP AMSHAH (4.6c), (3-22)

AQ

and when E << U2 /2k ,

c(x) =- EXP AMSHAH (4.6d), (3-23)

These options are not computer coded in the corresponding computer pro-
gram in HACS.

The computer coding does consider switching the approximate concentra-
tion solution from a near-field approximation (point source and dispersion in
three dimensions) to a far-field approximation (when the pollutant is assumed
to be uniformly distributed throughout the cross-section of the channel).

Since no provision has been made in the computer coding to match the con-
centrations from the near-field approximation to the concentrations from the
far-field approximation, a jump in the predicted concentrations can occur
when the computer program switches from the near-field approximation to'the
far-field approximation.
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2. Tidal River

For spills of cargo into tidal rivers which have a sinusoidal variation -

in the water velocity, the differential equation governing the mixing and
dilution of the pollutant concentration is given by equation (4.9) on page
35 of AMSHAH as:

ac ac 1 a( c
-+ U(t) - AE -1 AMSHAH (4.9), (3-24)
at ax A(t) ax

The decay term is missing from this equation and the complete equation
is:

ac ac l1 a ac At+ U(t) (t (t) E / - kc (3-25)-uat ax A(t) ax ax

This is a one-dimensional diffusion equation and hence in the model of
AMSHAH an implicit assumption of uniform distribution of the pollutant con-
centration throughout the cross-section of the river has been used. AMSPAHA
does not have any near-field solution for tidal rivers which would include
dispersion in the y and z directions. The far-field solutions will be
inaccurate for times soon after the spill (that is, before the diffusion
is such that the pollutant is nearly uniformly distributed throughout the
cross section of the river).A

There are two subcategories of spills in tidal rivers that were docu-
mented in AMSHAH, instantaneous spills and continuous spills. 4

a. Instantaneous spills. For tidal rivers, the concentration of the A
pollutant is given by equation (4.10a) on page 35 of AMSHAH as:

c (x,t)= 0 where t 5 I
M X_

c(x,t) - • EXP k(t-T where t>T
UL A!74E (t-T) 4E(t-T) AMSHAH (4.10a), (3-26)

• ~wheret

X = x - f U(t')dt' AMSHAH (4.11), (3-27)

with the spill occurring at time T and position x=O , where the sinusoi-
dally varying tidal current is represented by

U(t) = Uf + UT sin o(t-6) ANSHAH (4.12), (3-28)
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The concentration of the pollutant is given by equation (4.10b) as:

M [ (x-Uft) + (UT/a){cosa(t-6)-cos(aCs)}12l
c(x,t) A_4 Et (L)

AV'4rE~t EX )Y4 E

AMSHAH (4.10b), (3-29)

This solution is not a general solution but has the added implicit assump-
tion that k=O and T=O. When kýO and TO, the solution for the concen-
tration of the pollutant is given by equation (3-26) with

X x - Uf(t-T) + (U•/u).[co.7o(t-6)}-cos{a(T-S)}] (3-30)

b. Continuous spills. For tidal rivers the concentration of the pol-

lutant is given by:

ti
c~~t •()dý X 2

c(xt)= EXP - k(t'-0•, v/4E (t-V' 4t'-ý_)

AMSHAH (4.13a), (3-31)

where t'=t-T is the instant at which injection starts and X is defined in
equation (3-27). This expression appears to be incorrect because the argu-
ment of the A term is not (ý) but (,+T), as shown in Appendix 3C. X also has
its limits changed from those given by AMSHAH equation (4.11) as shown in
Appendix 3C.

• c(x,t) = t (•) dx EXP[[' x-Uf(t-) + (UT/a)[cOs(t-ý-c)c-cos (o- )] 2

J0A/4rEt- EX 1)CS }I6
___Ft_ýT L 41E t-ý)

k (t-E)] AMSHAH (4.13b), (3-32)

The same type of error appears to be present in this equation (3-32) as in
equation (3-31); the derivation given in Appendix 3C would apply except the
sinusoidal velocity function would be substituted where appropriate. In
this equation, presented on page 36 of AMSHAH, the symbol C is not defined.
The equation has been stated for a continuous source and the possibility
of the cessation of the continuous source is not considered either in AMSHAH
or in the computer coding.
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Consider a source with a constant rate of spill A, starting at time
ta and continuing until time tb when the spill ceases. The concen-
tration at any time t can be determined by integrating equation (3-26)
over the source time T which is from ta to tc and for t>O the concen-
tration of the pollutant can be represented by:

c(x,t) EXP - -k(t- (3-33)J rrE(t-T) 4E(t-T)"ta

where X is defined by equation (3-27) ,

for t<tb , tc=t

and for t~tb , tc=tb.

When the river velocity U, is given as in equation (3-28), X is obtained
from equation (3-30), which is not expressed with all the terms in the docu-
mentation of AMSHAH.

The arguments of the cosine terms in equation (4.13b) of AMSHAH appear
to be incorrect as can be seen from the following:

t t
IT sin[a(t'-6)]dt' = [-(1/a) • cos{o(t'-6)}1.

= -(0/0) [cos{a(t-6)}-cos{G(T--)}] (3-34)

The arguments of the cosine terms should be [O(t-6)] and [&(c-6)], and
not as given in equation (4.13b) of AMSHAH.

The computer coding of DILUN which performs the integration indicated
by equation (3-K2) for the concentration of the pollutant. utilizes the
subroutine DLIN, which is an adaptation of a standard integration subroutine.
DLIN in turn calls function CNSPL to obtain the value of the integrand.
CNSPL is an accurate computer coding for the incorrect equation (4.13b) of
AMSHAH -- because of the incorrect cosine terms -- and hence CNSPL would give
incorrect values of the concentration of the pollutant in tidal rivers for
continuous spills. The statement defining F2 needs to be recoded to obtain
the general expression.
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For the determination of the dispersion parameter E, the estimates of
Holley et al. [3] are utilized and as AMSHAH has its positive z-axis down-
ward, the expressions for TV and Ti, as given in AMSHAH appear to be
incorrect because the same diffusivity is used in AMSHAH to define both
times instead of using the diffusivity applicable to the direction of inter-
est. More appropriate expressions appear to be:

Tv = Tez/d2

and T = Tey/b2

where T is the tidal period; ez and e are the vertical and transverse
mass diffusivities; d and b are the c~annel depth and half-width; and

v TV and Ti are diffusion time ratios for vertical and transverse spread-
ing.

C The computer coding in subroutine DISP is for the dispersion parameters.
The ratio (Et/Ev) is given in AMSHAH as:

• (Et/Ev) 0 .11

E J (2;)UT12l AMSHAH (4.14), (3-36)

Holley et al. [3] give the coefficient as 0.011, hence equation (4.14) of
AMSHAH appears to be incorrect. The coefficient used in the computer coding
of subroutine DISP is 0.011, which agrees with Holley et al. An error in the
computer coding of equation (4.14) of AMSHAH is that the equation evaluates
the ratio (Et/Ev.) whereas the computer code utilizes a similar expression
with the coefficient 0.011 and calls 'it ET, instead of the ratio (Et/Ev).
The expression in HACS for ET is:

ET : 0.0ll*0.025-*(UT*T/B)**2 (3-37)

The "T" of equation (3-36) is the tidal period and the "T" in the FORTRAN
statement (3-37) is the time of evaluation. TP is used as the tidal period
in the subroutines associated with MODP. The erroneous use of T instead of
TP occurs in the statement defining TPV and TPT as well. An alternate com-
puter coding from statement 82 can be as follows:

82 E = 6.*D*USTAR
F = 0.000275*(UT*TP/B)**2
TPV = TP*EZ/D/D
IF(TPV.LT.1.) RETURN
IF(F.LT.I.) RETURN
E : E*F
RETURN
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In the coding shown above, TPT was not completed as it was not used in the
subsequent steps.

For tidal rivers, Uf << UT is assumed by AMSHAH and the corresponding
computer coding of HACS does not check to determine if this inequality is
valid. Holley et al. discuss only the cases for .. ,rich TV > 1 and Tj > 0.1,
pointing out that most tidal channels will satisfy these conditions for
the normal tidal period of 12.4 hours. In the computer coding, the test
to determine if Tt < 0.1 is not made. This test may not be required
only because the concentration of the pollutant is not very sensitive to
the value of E, as stated by Holley et al. They recommend using A

E = Ev if the velocity distribution is unknown. They also mention that A
usually

0.01 < UT/(2UT/7 <0.04;

AMSHAH used a value of 0.025 for this term.

3. Estuaries

For spills of cargo into estuaries, AMSHAH does not give any expressions
for the concentration of the pollutant when the density gradients due to
salinity are important. It states that certain quantities must be known
for each estuary before a solution can be obtained. The computer program
does not consider spills in estuaries where density gradients are important.
Decay terms have been omitted from equations (4.15) and (4.16) on page 40 A
of AMSHAH. Equation (4.16) of AMSHAH applies to average concentration over d

a tidal period, and since the tidal period is around 12.4 hours, the equa-
tion is restricted in application; a finer time resolution is not possi- -a!• ~ble from this model.

4. Still Water

This discussion is based on the computer coding of HACS since AMSHAH
does not discuss spills in still water. The computer statements following
statement 60 of DILUN and following statement 12 of CNSPL contain the equa-
tions for spills in still water. There are two sub-categories of instanta-
neous spills and continuous spills and these are discussed in the following.

a. Instantaneous spills

For spills of cargo into still water, from computer statement 60 of
DILUN, the equation to compute the concentration of the pollutant in still
water from an instantaneous spill is:

c(x,y,z,t) = 2M • Exp _ 4Et _ k (3-39)
4 Et [ Et
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where E is the diffusion coefficient. DILUN uses DIFCO for the diflusion
coefficient which is represented by E in equation (3-39). This quantity
E is not calculated in MODP, but is a user input. The current version of
the mixing and dilution subroutines compute DIFCO from the properties of
the cargo. The value of E or DIFCO computed in this way is generally
between 0.010 cm' 2/sec and 0.001 cm2 /sec, which is appropriate for molecu-
lar diffusion. However, the water would have to be very still for molecu-
lar diffusion to be the dominant mode of mixing; if not,turbulent mixinc
or any other type of mixing can easily be larger than the relatively slow
molecular diffusion. The cautionary note in HACS is to be noted
carefully as there is the possibility of a serious error for tne physically
impossible condition that the concentration ot the spilled cargo is greater
than the density of the cargo in the liquid state. This problem in the
model can produce an unrealistic result which is quite objectionable. For
the case of molecular diffusion the problem is especially acute since the
model can predict that these erroneous concentrations exist for many hours
after the spill.

A numerical example will be considered to demonstrate the problem
of using this equation and the molecular diffusion coefficient. Consider a
spill consisting of 160 metric tons or 1.6 x 108 grams of methyl alcohol -
a medium sized spill. Pure methyl alcohol has a density of 0.79 gms/cm3  N
and hence 160 metric tons or 1.6 x 108 grams would have a volume of 2.025
x 108 cm3 and would form a sphere about 360 cm in radius or a cube of a
side of about 590 cm. But from equation (3-39) which is computer coded, ten
minutes after the spill, almost all of the methyl alcohol will be contained
in a sphere of radius 2 cm. From equation (3-39), if we use 4ET = R (say),
as a ,,e.asure of the size of the area in which the concentration is a signif-
icant fraction of the concentration at the center of the spill, then with
E = 0.002 cm2/sec, it will take about 60,000 seconds, or over 16 hours,
before R will be equal to 360 cms. Hence, we would have to wait about
16 hours after the spill, during which time the size of the equivalent
sphere of the pollutant would increase to become the size of a normal densi-
ty sphere. Hence for smaller time and or larger distances from the center
of the spill, the concentration of the pollutant is likely to be essentially
zero. Because of the use of the molecular diffusion coefficient and because
the computed concentrations of the pollutant are greater than the liquid
density, this equation gives unrealistic concentrations for many times and
locations of interest. It is suggested that this equation be replaced by
a more comprehensive expression in which the initial volume of the spill
is considered and diffusion coefficient values between molecular diffusion
and turbulent diffusion are utilized.

b. Continuous spill

For spills of cargo into still water, the computer coding of HACS
from subroutines DILUN, DLIN, and CNSPL gives the concentration of the pollu-
tant for continuous spills. The integrand is in computer statement 12 and
the two following statements of CNSPL. DILUN and DLIN give the limits of
integration.
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t
c(x,y,z,t) f F(x,y,z,t,'r) dT , if t < tMT

0
(3-40)

c(x,y,z,t) = f F(x,y,zt,T) dt , if t >t

0

where the integrand F(x,y,z,t,r) is given by: V
IMY

F(x,y,z,t,T) = Exp -k (t-T)- x) (3-41)
L 4E (t- _(V 4TE ( t--)

The computation of the concentrations uses the same basic equation in the
continuous spill as ir the instantaneous spill and hence the same error of
pollutant concentration greater than liquid density of spill and otherN

errors mentioned for the instantaneous spill are involved in the continuous
spill model.

The above summzrizes errors in the documentation in AMSHAH. The follow-
ing is a critical evaluation of the four subroutines used in the Mixing and
Dilution Model.

Subroutine DILUN

The subroutine DILUN is the main calculation subroutine: MODP merely re-
trieves the data from the state file and passes it to DILUN. DILUN calls DISP
to obtain the turbulent dispersion coefficients and DLIN to perform the
numerical integration. DLIN calls CNSPL to get the arguments in the inte-
gration.

The First two statements in DILUN (Appendix 3D, Figure 3D-li were
required previously because DLIN was originally a general purpose integra-
tion subroutine, and passing in the name of the function subprogram and ýq

the size of the array AUX allows one to write a very general integration
subroutine. However, the original integration subroutine has been altered
for its specific use in MODP. The use of both T and TIME to refer to the
present time, t, is redundant. T does not appear to be redefined anywhere,
so the need for two variables is not necessary.

Between statement 5 and statement 20, the program considtrs changing,
the "instantaneous spill/continuous spill" flag, ICOND. For i continuous
spill, ICOND = 1. The program changes the flag from continuous to instan- i A
taneous spill (ICOND = 0), if the evaluation time (t) is greater than or N

equal to five times the time at which the tank is empty (5.*TMT).

Other criteria for choosing between an instantaneous or continuous
description of the spill may be more appropriate. In an appendix to
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Chapter 3 of the Vulnerability Model Final Report [4], a discussion of

scaling and the implications on switching between continuous and instanta-
with air dispersion, rather than water dispersion, but the reasoning is

valid for both cases. For the case of the flowing river it appears that
the instantaneous description is more appropriate than the continuous
description when the advection length of the spill (tflu) is comparable
to or smaller than the diffusion width of the spill (/eyt or /e--E). The
decision depends not only on release time and observation time, but also
upon rates or diffusion and advection. Thus it would seem questionable to
consider the spill to be instantaneous for t>5tMT no matter what the

values of x, U, ey, ez, and tMT. In addition, it may be desirable to
choose a switching time such that a smooth transition from the continuous
to instantaneous descriptions is assured.

The section of the program beginning at statement 60 refers to an
instantaneous spill in still water, and the problems arising from the use
of the molecular diffusion coefficient have been discussed.

The section beginning with statement 70 concerns an instantaneous
spill into a non-tidal river. It has already been mentioned that the dis-
tance to the left-hand image source is y+a+w instead of y-a-w, and that the
far-field approximation has not been programmed. If this section is repro-
grammed, the argument of the EXP function might be examined before evalua-
tion to eliminate the possibility of underflows.

The section beginning at statement 80 is for an instantaneous spill
"into a tidal river. Thit equation used here agrees with equation (4.1Gb)
jf AMSHAH and is correct when the observor is far enough from the spill
so that it is a good approximation that the cargo is uniformly distributed
over the cross-section of the river.

For continuous spills, the cases of still water and tidal river re-
quire numerical integration and are treated by means of subroutine DLON
and function CNSPL. A continuoLs spill into a non-tidal river is treated
in the section beginning with statement 120. For the near-field approxima-
tion,we have noted above that the expression used here assumes that a = 0
and that the image sources are omitted. Further, the decay term is K*UF/S
when it should be K*X/UF, as discussed earlier. For t'! far-field approxi-
mation, we have a factor of 2 instead of 4 in the definition of OMG(O),
and C = FI*F2*F3 instead of C= Fl*(F2-F3).

[4] Eisenberg, N.A., C. J. Lyoch, and R. J. Breeding, Vulner:bility
Model: A Simulation System for Assessing Damage Resulting from
Marine Spills, CG-D-136-75, NTIS AD-AO15245, Department of Trans-
portation, U.S. Coast Guard, June 1975.
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Subroutine DISP

The subroutine DISP (Appendix 3D, Figure 3D-2) calculates turbulent 4 •dispersion coefficients for tidal and non-tidal rivers. For non-tidal

rivers, we note that the definition on page 49 of AMSHAH for USTAR (u*)
has a coefficient of 3.115, while statement 70 has a coefficient of 6.716.
This difference is due to the fact that the definition of u* was given for
MKS units, while the program is working in CGS units. The fact that Rh is
in meters in one case and centimeters in the other accounts for the differ-
ence. The case of the coefficient 77.0 in the definition of E for wide
rivers (see statement following statement 71) is not so easily explained. i
On page 35 of AMSHAH, it is mentioned that

E = 63 nURh 5 /6

for narrow rivers. In this equation, E has units of m2 /s, U has units of
m/s, and Rh has units of m. The Manning roughness factor, n, is dimen-
sionless. Denoting these quantities in CGS units by a subscript c, we have

10-' Ec= 63 n(10-2 Uc) (10-2 Rhc) 5/ 6

which gives

Ec = 136 nUcRhc5/6

where 136 = 63 (10)1/'. It is not known why a factor of 77 is used instead
of a factor of 136.

The calculation for the case of the tidal river also starts with the
computation of USTAR, but the numerical coefficient is different. State-
ment 80 correctly uses the mean oscillating flow velocity (average of the
absolute value of the velocity) which is 2UT/ir. It is not known why the
numerical factor is 3.9 instead of 6.7, as it was above. The three state-
ments following statement 82 include errors as mentioned above.

It should be noted that there is no upper bound placed on F = ET/EV.
The text points out that Holley et al. [3] found a maximum value of 11 for
this ratio. If the tidal river case is specified with a narrow river,
then F may easily become very large due to the (UT*TP/B) 2 factor. In this
manner one may easily end up with values of E around 1011 which are unreal- J

istically large. It is recommended that some upper bound be placed on F uto eliminate this possibility.
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Subroutine OLIN

The numerical integration subroutine OLIN (Appendix 3D, Figure 3D-3)
is an adaptation of a utility routine which was written to be very general.
The present OLIN seems to work correctly, but it might be made more efficient
by making it more specific for its use here. For example, we might replace
the dummy function FCT by CNSPL, which will save passing in CNSPL. The
variable EPS in OLIN is used in testing the accuracy of the numericl approx-
imation, and in statement 131 in DILUN, ESP is set, not EPS, so in this case
an indeterminate value is used for EPS and therefore for E in OLIN.

Function CNSPL

The function subprogram CNSPL (Appendix 3D, Figure 3D-4) evaluates
the argument which is being integrated by OLIN. It might be faster to
pass the quantities used by DNSPL in by a common data block rather than by
passing all the variables through OLIN as is done at present.

Tn the still water case, the equation used has been discussed earlier.
The programs are due to the use of the molecular diffusion coefficient and
1he neglect of the finite volume occupied by the spilled liquid. For the
case of a spill in a tidal river, the cosine terms are incorrect as noted
above. Since the lengthy statement defining F2 must be replaced with one
containing the correct cosine terms, the statements defining Fl, F3, and
CNSPL might also be replaced to give -zode which might be slightly faster.

Fl = XMDOT /2./W/D /SQRT ( PI*E*TT )
F2 = X - UF*TT + UT/SIG * ( COS( SIG*(T-DEL) ) - COS( SIG*(TOW - DEL) )
F3 = XK*TT + F2 **2 /4./E/TT
IF ( F3 .GT. 46. ) GO TO 31
CNSPL = F1 * EXP( -F3 )

ACCURACY ASSESSMENT

The following is an accuracy assessment for the Mixing and Dilution
Model. The assessment is for the assumptions and approximations in AMSHAH
and HACS.

Heat sources and heat sinks are neglected, and this would imply that
the initial temperatures of both the spilled cargo and the water into which
the spill occurs are nearly equal. Any initial unequal temperatures would
ultimately come to equilibrium at a temperature very nearly equal to the
temperature of the water into which the spill occurs because of the compara-
tively large thermal capacity of the river, lake, sea, or ocean into which a
spill may occur. During the initial stages of mixing and dilution, the dif-
ference in the temperatures of the spilled cargo and the water into which the
cargo is spilled could effect the rate of dispersion. This effect could
be due to any of the following, depending on the cargo transported:
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1. An LNG spill - or a spill of a similar liquid cryogen - could
break up into small quantities and water could form ice coverings around
these cold liquid cryogens. As the liquid cryogen evaporates inside the
ice capsule, the pressure inside these capsules increases with the conse-
quent explosion of the capsules. This process of encapsulation and conse-
quent explosion of the spilled liquid cryogenic cargo could effect the
turbulence level of the receiving water body with an increased rate of
mixing.

2. When the temperature of the cargo is different from the tempera-
ture of the receiving water body, a thermal boundary layer forms naturally
at the interface between the spill and the receiving water body. This
thermal boundary layer would effect the diffusion process by changing the
rates of diffusion of the cargo within the thermal boundary layer.

3. Another effect of different temperatures of the spill and the
receiving water body is the formation of convection currents. Spills that
are initially at a lower temperature and hence denser than the receiving
water body would sink in the water. As the spill gets warmed to the temper-
ature of the surrounding water, it could become lighter and start to rise.
Inese movements of the spill would generate convection currents in the
receiving water body. These convection currents in turn would effect the
turbulence level and both these convection currents and turbulence levels
would effect the rate of dispersion of the spill.

Chemical reactions between the cargo and water are also not considered,
and the related effect of phase change is not analyzed. Chemical reac-
tions between cargo and water of nearly equal temperature could be exo-
thermic or endothermic thus creating heat sources or heat sinks for the
complete duration of the chemical interaction, and thereby changing the
temperature of the spill whep compared to the temperature of the water into
which the spill occurs. The ,otal heat of reaction is dependent upon the
reacting components and upon ti.? quantity of the spill. The heat of reac-
tion could also affect the dispersion rate of the spill. Phase change of
cold liquefied gas cargoes could occur after a spill occurs in warmer
water. In the case of a phase change, by boiling of the cold liquefied
gas cargo, the spill would become a vapor cloud. The dispersion rates of
the spill could be affected by any of the above. If the rate of dispersion
becomes large, the spreading area of the spill would become large, and
hence the consequent vaporization rate or burning rate of the cargo could
increase, which in turn could affect the dispersion rate of the remaining
spill.

The Mixing and Dilution Model also neglects buoyancy forces on the
spill by the body of water into which a spill may occur. The buoyancy
for'ces would be due to the difference in the density of the spill and the

*body of water. These density differences, for spills of density greater
than the density of the body of water, would cause the spill to sink until
the spill density equals the density of the body of water (for bodies of
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water with density gradients). The existence of many diffusion floors
inside the body of water could limit the depth to which the spill would
diffuse once a neutral environment is available, the diffusion being con-
fined between a diffusion floor and a diffusion ceiling. The formation of
an inverted mushroom for a spill which would sink up to a diffusion floor
is shown qualitatively in Figure 3-3.

Diffusion floors in large lakes ot oceans are known to exist [5].
These are the thin horizontal layers often bounding regions of turbulent
flow. There is no measurable turbulence in these thin layers on account
of the stabilizing effect of the force of gravity. Because of the low
molecular diffusivities, very sharp gradients develop in such stable shuts
and any spill pollutant in the water appears to be confined for all practi-
cal purposes to one side. Such layers, when present, would act as con-
fining horizontal layers which would in effect reflect and limit any of the
pollutant trying to disperse beyond these layers. These floors can also
be described as the density stratification which occur between the thin
layers. The model for mixing and dilution does not cunsider any limita-
tion in the dispersion due to these diffusion floors. However, the simu-
lation of AMSHAH and HACS would be adequate when the diffusion process is
slow and the diffusion floors are at great depths.

In modeling non-tidal rivers, AMSHAH and HACS assume that the rivers
velocity is uniform throughout the cross section of the river and also
uniform along locations in the direction of flow. Rivers normally have
variations in their flow velocity due to any of the following: narrowing
or broadening of the river; the river becoming shallow, deep; existence
of obstruction in the flow in the shape of large boulders or islands;
variations in the slope of the river bed; irregular additions to the water
in the river by tributaries; and ir-egular reduction from the water in the
river by distributaries, etc. When che spill observation is such that
any of the above variations occur to an appreciable extent, then the model
would not predict accurate concentrations of pollutant. However, mcst
observations of interest are such that the above variations - even though
they definitely occur - could be approximated to a mean constant value.
This would greatly simplify the analysis and would give predictions of the
same order as the predictions from the other limitations of the model.

Most rivers do not have the precise cross sectional shape of a rec-
tangle as in Figure 3-4a. The modeling, which is based on a river of
rectangular cross section, though not precise, could be improved by a
trapezoidal cross section for the river as in Figure 3-4b. This would
introduce an additional parameter into the model, the parameter being
the inclination of the sides of the river. The original two parameters

[5] Csanady, G. T., Water Res. 4:79, 1970.
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FIGURE 3-3 Formation of inverted mushroom for
spills that sink to a diffusion floor.
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of width and depth would also be required in the trapezoidal model. The
trapezoidal model would be most effective when the mixing and dilution of
cargoes which sink in the river are to be analyzed for rivers that are
deep and which have slightly inclined banks (the inclination 0 of the sides
of the channel being less than 451).

Image sources are required to compensate for the apparent loss of
cargo through the banks of the river. First-order images compensated for
the first reflections of the original source about each of the banks and
the bottom of the riverbed. The first-order image source reflected about
the top surface of the river was not considered. For consistency, all the
first-order image sources are to be included. This inconsistency is
discussed in Appendix 3B. Any second-order image sources would be reflec-
tions of the first-order image sources, and their effect is less as com-
pared to the effect of the first-order images because the distance of these
second-order images from the point of observation is more than the distance
of the first-order images from the observation point. For the present model
of a rectangular channel for the river, the first-order image sources seem
to be sufficient to give predictions of the same order of accuracy as the
predictions as limited by the remaining assumptions.

The spill rate was assumed to be constant. The actual spill rate would
be dependent on the venting rate from the cargo vessel. The venting rate
is usually not uniform and could also be intermittent (venting would stop
when air is entering the vessel; when the vent is below the liquid cargo
level and it is inside above the level of the outside receiving water
body). The predictions of spill concentrations near a spill site would be
different for intermittent venting as compared to the constant rate of
venting assumed in HACS because of the impulsive and discontinuous nature
of intermittent venting. For example, the spurting of the cargo from the
venting hole will tend to increase the mixing rate. At distances far from
the spill, the intermittent spill could be approximated - a continuous
4pill, depending on whether the time period of the inter.iittent flow is
small (frequency large) when compared to the time required for the cargo to
reach the distant point of observation by diffusion and advection, i.e.
whether the time variations in concentration at the distant point are
negligible in comparison to the mean concentration of the pollutant.

The longitudinal dispersion of the spill is governed by the longi-
tudinal dispersion coefficient which in turn is dependent on the shear
velocity of the body of water in which the spill occurs. This longitudinal
dispersion is usually small when compared to the bulk flow of the river,
and hence neglecting the longitudinal dispersion seems valid in these
environments. In some instances the flow velocity of a river may be
sufficiently small while the turbulence level is sufficiently large so
that the longitudinal dispersion may be comparable to advection; such
cases are expected to be rare.
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The uniform distribution of the pollutant in non-tidal rivers for far-
field approximatioins seems valid because the effect of the primary source
and the first-order sources becomes such that, for positions which are off.
center in the river, the variation in the position seems to cause only
slight variation in the concentration of the pollutant.

Tidal river velocities change because of the proximity of the river with
a body of water which has tides due to the moon, and the variation in the
velocity could be adequately represented by a sinusoidal variation. In
addition, the sun will cause perturbations to the tides which are not
accounted for by these sinusoidal variations. The sinusoidal superimposed
velocity and the resultant tidal velocity of the river is shown qualita-
tively in Figure 3-5. In reality, changes in the water currents of the
river could also change the velocity of water in tidal rivers for the
period of interest after a spill occurs. These changes of the upstream A
river currents are not considered by the model and the tidal variation
(a 12.4-hour period from high tide to high tide) is considered. Hence I
this model would not account for any flash floods that might occur.

The combined effects of modeling the spill as a continuous spill in I
a rectangular channel with only first-order image sources, with longitudinal 02
dispersion negligible in comparison to the velocity of the river, gives a
simplified model which could give predictions of the same order of accuracy
as the accuracy to which the inputs to the model are readily available.
The other environmental conditions of lake or sea and the near- and far-field
approximations also give combined predictions of the same order of accuracy
as the accuracy to which the inputs ere readily available.

SENSITIVITY ANALYSIS

This section summarizes the sensitivity analysis for MODP.

1. The output variable for the sensitivity analysis is the concentra-
tion at (x,y,z,t) where these four coordinates are given below.

2. The input variables are listed in Table 3-3. The water temperature
will not be used since it is required only for the calculation of the molec-
ular diffusion coefficient in the still water case. The values of D and Wselected will give W/D <100, so the narrow river options will be used ini••

DISP for the dispersion coefficients. The difference between the narrow
and wide river cases in the computation of the dispersion coefficients is
discussed later.

The x-coordinate for the position where the concentration is calcu-
lated must be chosen with care, otherwise the concentration may be very
small. Let x be the coordinate of the point at which the concentration
is calculated, and let xo be the x-coordinate of the present position of
the water, which was at the spill site at time t 0. By this definition
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ti me -- pa t ime -

a) Non-tidal river velocity b) Sinusoidal superimposed
velocity

time - time-

c) Tidal river velocity, d) Tidal river velocity,
small amplitude large amplitude
variations variations

Note: River velocity could
be opposite to direction of
total flow for some time.

FIGURE 3-5 Tidal river velocity representation.
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x= Uft for the non-tidal river

xo= Uft - (UT/0) [cos (a (t-6)) - cos (o6)] for the tidal river

The results of the tidal and non-tidal river cases can easily be com-
pared if we let xd be of constant value during the sensitivity analysis,
where,

Xd X - X0

If we let Xd be positive, the concentration will be zero in some of the
cases with continuous sources. Thus we will take xd = -lOOm = -lO cm.

3. Since only two of the five priority cargoes are soluble in water,
the sensitivity analysis will be done only for ammonia and methyl alcohol.

4. There are eight possible paths through this submodel:

(1) Still water, instantaneous spill
(2) Still water, continous spill
(3) Non-tidal river, instantaneous spill, near-field approximation
(4) Non-tidal river, instantaneous spill, far-field approximation
(5) Non-tidal river, continuous spill, near-field approximation
(6) Non-tidal river, continuous spill, far-field approximation 3
(7) Tidal river, instantaneous spill
(8) Tidal river, continuous spill

The use of the molecular diffusion coefficient in the still water cases
causes the concentration to be very small for most distances and times of
interest and the model also gives predictions of the concentration of the
pollutant (at positions near the spill) to be higher than the normal
liquid density of the cargo, which is an erroneous result. Hence the sensi-
tivity analysis is not done for the still water cases.

5. The sensitivity analysis presented is only for tidal rivers and
non-tidal rivers.

6. When MODP is called with the variables as listed above, onlv
cases (5), (7), and (8) are executed. The program tries to execute case
(3), non-tidal river, instantaneous spill, near-field approximation; but
the concentrations are too small to be meaningful. This is due to the
small values for EX which are calculated in DISP. The point at which the
concentration is calculated will have to be within ten meters or less of
the center of the cargo concentration in order to get reasonable concentra-
tions.
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The decision regarding the use of the near-field or far-field approxi-
mations for the non-tidal river is based on a comparison of the present time
(t or T) with

TC = 0.3*B*B/EY

where B is half the width of the river channel. For the values given in
Tlble 3-3, we have:

B = 250 m = 25,000 cm
EY = 6524 cm2/sec A
TC = 28740 sec = 8 hours

EY depends upon the parameters describing the flow and the channel in a com-
plex manner, hence it is not obvious as to how much W would have to be
reduced in order to obtain the desired reduction in TC. Just increasing
the time at which the concentration is calculated may not switch the pro-
gram to the far-field approximation, because the current will have trans-
ported the spilled material over 57 km, and the model is not valid for
such large distances. Thus B and W will be reduced. Decreasing the width
of the channel from 500 m to 50 m gives a small value of TC:

B = 25 m = 2500 cm
EY = 4629 cm2/sec
TC = 405 sec

Although a channel this narrow may be unrealistic, W = 50 m will be used in
order to do the sensitivity analysis for the far-field approximations in
the non-tidal river case.

Of the eight possible cases, then, the values used in Table 3-3 will
be used to execute cases (5), (7), and (8). W will then be changed to 50 m
or less in order to execute cases (4) and (6). Cases (1), (2), and (3)
will not be executed as discussed above.

7. The sensitivity analyses will be performed with the subroutines
presented in the following subsection.

The MODP Subroutines

The subroutines which perform the actual calculations for the submodel
which calculates the mixing and dispersion of a soluble liquid in water
are presented and discussed below.

The main computational subroutine is DILUN. The version of this sub-
routine used in the sensitivity analysis is shown in Appendix 3D, Figure
3D-5. This subroutine differs in many ways from the subroutine by the same
name which is a part of HACS. The major differences will be noted here.
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In DILUN all the arguments have been placed in a common statement. This
facilitates the passage of variables among the subroutines. PA has been
defined in a data statement rather than a replacement statement, and the
definitions of CNSPL and AUX have been removed. Setting C = 0.0 in the
beginning allows the program to return this value by a RETURN if the value
of C is so low that underflows may be encountered in calculating the value
of C. The last statement on the first page of Figure 3D-5 in Appendix 3D
is to avoid calculating a very small concentration, for values of. x for
which the concentration will be identically zero or very close to zero.

Pages 2 and 3 of Figure 3D-5 show 6 PRINT statements and their asso-
ciated FORMAT statements. These are to print useful information during
the course of these sensitivity analysis runs.

The calculation for the case of an instantaneous spill in still water
is the same as in the original (statement 60 and the following statements).
The programming has been changed so that a value of 0.0 will be returned
when the concentration is less than one part in 102 of the concentration
at the center of the spilled cargo. This is done to prevent underflows.

For the case of an instantaneous spill into a non-tidal river (state-
ment 70 and the following statements), the near-field approximation has beenchanged by replacing [y-a-w] for the calculation of F3 (as in the original

DILUN) with [y+a+w]. The computation has been repr'ogrammed to allcw for
testing to prevent underflows. XD, SI, and TC are calculated to obtain use-
ful information.

The far-field approximation was mentioned in the text of AMSHAH but was
--it contained in the original version of DILUN. The equation for the far-
field concentration has been programmed and is in the current version of
DILUN, as the group of statements beginning with statement 75. As above,
the statements defining XD, SI, and TC are for useful information.

The statements which calculate the concentration for the case of an
instantaneous spill into a tidal river begin with statement 80. There is
no change in the equation, but the computation has been reprogrammed to
eliminate underflows.

There has been some reorganization in the section dealing with contin-
uous spills. Since the computation of the concentration for both the
still water and the tidal river cases was by the integration subroutine
DLIN, these two sections of the original program have been consolidated
into the section that begins after statement 100.

For a continuous spill into a non-tidal river, there are near-field
and far-field cases. The near-field equation, as originally programmed,
would give incorrect answers unless XK was set equal to zero. This section
(starting after statement 120) has been reprogrammed with the correct
expression. The section of the original program which calculated the
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concentration in the far-field case was also incorrect. The definition ofOMG was not correct, and the final statement was C=FI*F2*F3 instead of

C-Fl*(F2-F3). This section, beginning with statement 123, has been
corrected and reprogrammed.

Subroutine uISP is shown in Appendix 3D, Figure 3D-6. This subroutine
retains its argument list because it is called by the MODV package as well.
The errors in this subroutine were in the tidal river section where the
current time, T, was used in the statements defining ET, TPV, and TPT
instead of the tidal period, TP. Since TPT was not used, to calculate a
value for it is not necessary. This section of the program has been re-
,,ritten, and T has been dropped from the argument list. A limit has been
p'iced on the value of F to insure that reasonable values of F are re-
turned in the tidal river case.

It may be noted that in each seztion of this subroutine values are
calculated for EX, EY, EZ, and E. The first two or three of these quan-
tities '.re used in the near-field approximations, and E is used in the
far-field approximations. Further, the •dlues of EY and E depend on the
ratio of the width to the depth (W/D) in the river. The values calculated
for EY and E depend upon whether or not the ratio W/D is just over or just
under the value of 100 which classifies rivers into wide rivers or narrow
rivers. This in turn will have an effect upon the mixing and dilution of
the cargo. Further, EX, EY, and EZ have no particular relationship to E,
so that when the program switches from the near-field to the far-field
approximation the distribution of the carqo will change significantly and
discontinuously.

There may be no easy way around these problems, but the user should
be aware of the consequences of the ways in which the dispersion coeffi-
cients are calculated. A numerical example m.ay help to clarify the matter.
Let W/D = 100 and consider the non-tidal rivw-, both the narrow and wide
river cases. The variables of interest are:

W = 500 m = 50,000 cm
D = m= 500 cm .. (W/D=IO0)
UF = 200 cm/sec
RF = .050
RH = A90 cm, (RH)/6 = 2.817
USTAR = 23.84 cm/sec

1I/ 2 34c
EZ = 798.7 cm2/sec (4*EZ*T) 1384 cm

EX = 79.87 cm2/sec (4*EX*T)1/ 2  438 cm

For the wide river

EY = 79.87 cm2/sec (4*EY*T)1/2 = 438 cm
E = 136,670 cm2/sec (4*F.*T)l/ 2 = 18,110 cm

M493
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For the narrow river

EY = 2690 cm2/sec (4*EY*T)'/ 2 = 2540 cm
E = 2,630,000 cm2 /sec (4*E*T)1/2 = 79,500 cm

-'Expressions of the form (4*E*T)l/2 indicate the length of the dispersion
parameter and give a rough idea of the distance over which most of the
spilled cargo is concentrated. T = 600 sec has been used in calculating
these value.-

It can be seen from the above that the values of EY and E and their
associated dispersion lengths differ in the narrow and wide river cases.
The computed concentration distribution will appear to be different in
the case W/D = 99.9 and when W/D = 100.1. This is not a realistic dis-
continuity but occurs because the model does not match the asymtotic
behavior of the near-field approximation and the far-field approximation.

Further, from DILUN it can be seen that the downstream dispersion term

in the near-field approximation (non-tidal river) is a turiction of

(X- UF*T)**2/(4.*EX*T)

whereas in the far-field approximation it is a function of

(X-UF*T)**2/(4.*E*T)

Since EX and E are different for both narrow and wide rivers, the distribu-
tion of the spilled cargo will change when the program switches from the
near-field to the far-field approximation. If the river width were such
that the change was made at T = 600 sec, the longitudinal dispersion length
would change instantly from about 4.4 m to either 181 m or 802 m.

Subroutine DLIN was originally a very general integration routine which
was modified for use in this submodel. In the current version it has been
modified further by defining AUX and NDIM in DLIN itself, and replacing
the dummy function name with CNSPL. DLIN is listed in Appendix 3D, Figure
3D- 7.

The function subprogram CNSPL evaluates the quantity being integrated
by DLIN. Both the still water and the tidal river cases have been re-
programmed to eliminate the possibility of underflows. The arguments of the
cosine functions were incorrect in the original version of this function.
The cosine terms are evaluated correctly in the current version of CNSPL
shown in Appendix 3D, Figure 3D-8.

a In the following, a few general definitions are given, followed by
a description of the method for determining the sensitivity coefficients,
a detailed description of one output, and finally a comparison and dis-
cussion of the conditions in which different spills may occur.
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Table 3-3 gives the list of variables for which the sensitivity coeffi-
cients were determined. The choice of the variables for which the sensitiv-
ity coefficients were determined is dependent on whether the variable has an V

effect on the concentration predictions. These user input variables would
define the spill mass (for instantaneous spills) or spill rate (for continu-
ous spills); location of spill; river size and roughness; observation point
and time; decay coefficient (different coefficients for differences in
cargoes or in receiving water body conditions); water temperature; and
tidal flow, period, and lag (for tidal rivers). This model did not have
any parameters, that is, constants of the model which are dependent on
cargo properties or quantities which are usually defined within the compu-
ter program.

The following is a description of the method used to obtain the sensi-
tivity coefficients. A normal value, Xni, is specified for each of the
variables by the user. A reference value, Xri, (usually equal to the normal
value) is also chosen for each of the variable6. The normal values are
used as inputs for the Mixing and Dilution Model, which in turn gives as the
normal value of output, Yn, the concentration of the pollutant (at the
position and time specified by the variables).

The variables are now changed one at a time (one variable changed to
obtain the sensitivity coefficient of that variable) until all the varia-
bles have been changed. The change is five percent of the reference value
of that variable. The changed variable, Xci, is greater by five percent
as compared to the normal variable. The changed variable can be expressed
as:

Xci = Xni + 0.05 Xri
where "i" is the subscript denoting the variable used (first, second, third, I
etc.). For the Mixing and Dilution Model,

i 1, 2, 3, .... ,m =16.

With all the other variables at their normal values and the one particular
chvariable (whose sensitivity coefficient is now being determined) at its cn
changed value, the changed output, Yci, is determined. With this changed
output for the concentration of the pollutant, the sensitivity coefficient, I
SSi, for this particular variable is defined as:

Si = {(Yci - Yn)/(Yn)}-{(Xci - Xni)/(Xri)}

Various combinations of spill situations have been considered and
these are:

1. Non-tidal river or tidal river

2. Instantaneous spill or continuous spill

3-40



3. Width of the river, either 4000 cm or 5000 cm

4. Liquid ammonia spill or methyl alcohol spill

The instantaneous spill of liquid ammonia in a non-tidal river of
width 4000 cmwill be considered in detail in the following:

Figure 3-6 is the output for the above mentioned conditions. In Figure
3-6, the value of XN is the distance the river travels during the time of

observation. For non-tidal rivers, the normal velocity of the river was
chosen as 200 cm/sec (Vll) and the normal time of observation was chosen as
600 seconds (V9). Hence for non-tidal rivers:

XN = 600 x 200 = 120,00 cm

X is defined by:

X = XN - A = 120,000 - 2,500 : 117,500 cm

where A is the variable (V5), whose value is 2500 cm. The river width (V4)
for this spill is chosen as 4000 cm. This is a narrow river. For the
normal values of the variables given under the column heading "V NORMAL,"

the Mixing and Dilition model predicted an output normal concentration
Yn = 0.00026 g/cm3 . The values of the variables under the column heading
"REFERENCE" are the reference values of the variables. The values of the
variables under the column heading "V CHANGED" are the changed values of
the variables. For example, for the spill mass (Vl):

the normal value of the spill mass is Xni = 0.150 x 101 g = ZM

the reference value of the :;pill mass is Xr = 0.150 x 106 g

rtange in spill mass : 5% of reference value

= 0.05 x 150 x 106 g

= 7.5 x 106 g

changed variable = normal value of variable + (5% of reference
value of the variable)

= 150 x 106 + 7.5 x 106

= 157.5 x 106

Hence the changed value of the spill mass is Xci = 0.1575 x 101 g. With
all the other variables at their normal value and the spill mass at its
chan~ed value, the Mixing and Dilution Model gives the output variable:

changed concentration of pollutant, Ycl : 0.273E-03
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The ratio of the changed output to the normal output is given under the
column heading "FRACTION":

FRACTION = Yci Yn

: (0.273 x 10-3) ÷ (0.260 x I0ý1)

- 1.050

The sensitivity coefficient, S1, for the first variable is determined
by:

Si = {(Ycl - Yn)/(Yn)}/{(Xc1 - Xnl)/(Xrl)}

= {(0.273E-03)-(0.260E-03)}/{(O.260E-03)}

S{(0.1575EO9)-(0.150E09)}/{(O.150EOg)}

•S 1.000

A similar procedure is carried out for each of the remaining fifteen vari-
ables. The normal values of the remaining variables are determined as in
the following:

The spill rate (V2), ZMDOT, is determined by assuming that the total

cargo mass is spilled at a constance rate in 5 minutes

ZMDOT = ZM/(5*60) = 0.150 x 109/300 = 0.5 x 106 g/s

The characteristics of the river are given by:

river depth = (M3) = D = 800 cm

river width = (V4) = W = 4000 cm

river flow velocity = (Vll) = UF = 200 cm/s

tidal flow velocity = (V12) = UT = 300 cm/s

tidal period = (V13) = TP = 43,200 s = 12 hours V
tidal lag = (V14) = DEL= 12,960 s = TP/3

roughness coefficient = (V15) = RF = 0.05 Manning RoughnessS~Factor

river water temperature = (V16) = TW = 10C

In the following, the remaining normal variables and the implied
physical meaning of all the variables will be discussed.
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WCP 777

The ratio of the width (V4), w, to the depth (V3), d, of the river is:

w/d = (normal value of V4)/(normal value of V3)

= 4000/800

w/d = 5

Because (w/d <100), this river is classified as a narrow river and the
narrow river formula for the dispersion coefficients is used.

The location of the sp 11 is given by:

x 0 cm

y = A (V5) = 2500 cm

z = 0 cm

The position of observation is given by:

Delta x = 10,000 cm (V6)

y = 0 cm (V7)

z = lOcm (V8)

The time of observation is:

T 600 S (v0)

The decay coefficient is chosen as:

XK = 0.278 x l0-3 1 1/(60 x 60) S-'

= 1/(l hour)

The overall physical picture (for the normal values) can now be stated
as follows:

An instantaneous spill of 1.5 x 108 g of liquid ammonia occurs at a
location given by

x = 0 cm

y = 2500 cm

z = 0 cm
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in a narrow non-tidal river, whose characteristics are:

river depth = 800 cm

river width = 4000 cm

river flow velocity = 200 cm/s

roughness coefficient of river = 0.05

river water temperature = 10%C

The concentration of the pollutant is observed at a position given
by:

Delta x = 10,000 cm

y = 0cm

z = 10 cm

at a time of 600 s after the spill occurs.

The realism of the various sensitivity coefficients will be examined in
the following.

The sensitivity coefficient for the spill mass is 1.000 and this appears
to be because of the direct dependence of the concentration of the pollutant
on the amount of the spill. The sensitivity coefficient for the spill
rate is not computed because this spill is an instantaneous spill. The
river depth and the river width affect the concentration of the pollutant
in a manner such that the greater the depth or the width, the smaller the
turbulence level in the river. When the turbulence level in the river is
small, the shear velocity u* (USTAR) is also small. At the same time,
increasing the value of either the depth or width of the river increases
the hydraulic radius of the river, where,

r r-area of cross section]
hydraulic radius = Rh L perimeter of river J

Using the equation in AMSHAH for the relation between the values of Rh, u*,
and E, the dispersion coefficient, we can determine E.

Rh Eu* -225
AMSHAH (4.8b)

E - 225 Rh u*

Depending upon the change in the values of Rh and u*, the value of E
could increase or decrease. For this river, the value of E increased with
increase in either the width or depth of the river. This value of E is

3-45



utilized in the equation for the concentration of the pollutant for a far-
field approximation of an instantaneous spill,

M _xUt) 2
c(x,t) = A t Exp - 4 + kt } A4SHAH (4.6a)

where c(x,t) = concentration of pollutant

M = mass of spill

A cross-sectional area of river

E = dispersion coefficient

x = position of observation point

U = river velocity

t time after spill when concentration is observed

k decay coefficient

The increased value of E caused a decrease in the concentration of the
pollutant. Hence the sensitivity coefficient for both the depth and the
width of the river is negative. For the particular dimensions of the river,
the depth is 800 cm and the width is 4000 cm, and variations in the depth
cause greater effect on the concentration of the pollutant as compared to
equal percentage variations in the width of the river. It is to be noted
that a negative sensitivity coefficient indicates that the output concen-
•tration decreases when the changed input variable increases. The sensi-
tivity coefficients are of the order of unity and hence the concentration
of the pollutant is reasonably sensitive to the depth and width of the
river.

The spill location (from the center of the river, in a cross-stream
direction) along with the variations in the y and z directions for the
point of observation do not seem to have any effect on the concentration
of the pollutant. This is because the river is narrow and the point of
observation is relatively distant from the location of the spill (at the
time of observation) and hence the simulation adopted the far-field approx-
imation option. The far-field approximation is a one-dimensional solution
which is applicable when there is negligible variation in the concentration
of the pollutant at positions cross-stream or depthwise. Hence the sensi-
tivity coefficients for SPILL Y (V5), POINT Y (V7), and POINT Z (V8) are
all zero.

The observation point DELTA X (V6) along the downstream direction
effects the concentration prediction in an inverse exponential manner.
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For the particular spill being analyzed, changes in the observation point
seems to have a relatively small effect on changes in the concentration of SI
the pollutant and hence the sensitivity coefficient is relatively small. A
Here again, increasing DELTA X decreases the concentration and hence
results in a negative sensitivity coefficient.

The variable POINT TIME, t (V9) has an effect on the concentration of
the pollutant comparable to that of the spill mass, river depth, and river
width. Increase of the observation time decreases the concentration and
hence the Peqative sensitivity coefficient.

The pollutant concentration seems to be less sensitive to the decay ,
coefficient, k, (VlO). This can be seen from the following:

The exponential decay of the concentration of the pollutant can be ,S~~expressed simply as ,,

c(k,t) = Exp (-kt)

where c (k,t) = concentration of pollutant

k= decay coefficient -I
t = time

The sensitivity coefficient for the concentration of the pollutant can be
analyzed qualitatively by studying the behavior of:

sensitivity coefficient : [{(@c /c}](•{k)/k}j

-La ~c ]

= { Exp (-kt) } - in

= (-t) { Exp (-kt) • xp I-kt)S

hence, sensitivity coefficient [-kt] -JN

The choice of normal values for the variables of the cargo spill, being

simulated in the computer, gives small values of the approximate sensitivity
coefficient. If the decay coefficient was large, then it would have a I
considerable effect on the sensitivity coefficient, even for a short obser-
vation time after the spill. The negative sensitivity coefficient can also
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be understood from the physical behavior of the pollutant; increasing the
decay coefficient decreases the pollutant concentration.

Increase in the river velocity (Vll) causes the turbulence level in
the river to increase with a consequent increase in the shear velocity u*
and an increase in the dispersion coefficient E, and a subsequent decrease
in the concentration of the pollutant. The concentration is reasonably
sensitive to the river velocity (note the negative sensitivity coefficient,
as expected) and this sensitivity is less than that of the spill mass,
river depth and width, and the time of observation.

For the instantaneous spill in a non-tidal river, the variables of
tidal flow (V12), tidal period (V13), and tidal lag (Vl4) are not applica-
ble and hence have zero sensitivity coefficients. The river roughness (V15)
and river water temperature (V16) have negligible effect on the pollutant
concentration and in this case have zero sensitivity coefficients.

This completes the detailed discussion of a particular spill and the
associated sensitivity coefficients. Comparisons with different spills
under different conditions are analyzed in the following.

Two types of cargoes were analyzed, namely, liquid ammonia and methyl
alcohol. Two types of river conditions were considered, non-tidal rivers
and tidal rivers. Two types of spills were used, instantaneous spills and
continuous spills. Finally two river widths were employed, 4000 cm andS~50,000 cm.

The sensitivity coefficients for the instantaneous spill of cargo in
non-tidal rivers of 50,000 cm width are not presented because the initial
normal value of pollutant concentration were so low as to cause
under-flow of data in the computer simulation. The sensitivity coefficients
for the remaining five cases for each of the cargoes are presented in
Appendix 3E, Figures 3E-l to 3E-l0. It is to be noted that for the present
sensitivity analysis, change of the cargo does not produce any changes in
the sensitivity coefficients because the turbulent diffusion - as modeled
in the present analysis - is independent of cargo properties. For a com-
plete sensitivity analysis, the simulation of the mixing and dilution
process would have to include the buoyancy effects of cargoes, heat sources
and sinks, and the particular carro properties involved in the mixing and
dilution process (for example, the cargo heat capacity, kinematic viscosi-
ty, etc.). A summary of the sensitivity coefficients is presented in
Figure 3-7.

Comparing instantaneous spill (case 1) and continuous spill (case 2),
we notice the decrease in the sensitivity coefficient for the spill mass
(Vl), a slight increase in the sensitivity coefficient for spill rate (V2),
slight decreases in the sensitivity coefficient of the river depth (V3)
and width (V4), a considerable decrease in the sensitivity coefficient
for the time of observation (V9), and a slight decrease in the sensitivity
coefficient of the river flow (Vll). The continuous spill has been going
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on for 600 seconds and variations in the time of observation do not seem to
affect the pollutant concentration to a large degree. This is because the
.continuous pollutant has already reached the point of observation by the

convection of the river and changes in the time still keep the point of
observation within the convected pollutant.

When a continuous spill is in a non-tidal river of 50,000 cm width
(case 3), the simulation model chooses the near-field approximation option
and hence the high sensitivity to variations in the cross-current dimension
(V7) of the observation point can be noticed. The moderate sensitivity to
the location of the spill (V5) is also evident.

Tidal rivers (case 4 and 5),as compared with non-tidal rivers, give
greater sensitivity coefficients for the velocity of the river (Vll),
tidal flow velocity (V12), tidal period (V13), and river roughness (V15).
There is also a large sensitivity to the pollutant concentration from the
tidal lag (V14), for the cases chosen. This is because any difference in
the tidal lag affects -r~e time at which the spill occurs and, consequently,
whether the tide is rising or falling.

In summary, the dispersion of a spilled cargo is highly sensitive to
the cross-stream observation point for continuous spills in a non-tidal
river of 50,000 cm width (with normal values for the variables). The
disperson is also highly sensitive to the tidal lag for spills in tidal
rivers. For continuous spills in tidal rivers the dispersion is quite
sensitive to the river velocity and to the tidal flow velocity. Finally
the dispersion of the pollutant is moderately sensitive to the river
depth and width for points of observation where the pollutant concen-
tration can be predicted by far-field approximations.

SUMMARY AND RECOMMENDATIONS

The model as developed in AMSHAH and computer programmed in HACS has IN
errors in the modeling and documentation of AMSHAH and in the programming
of HACS. There is an apparent jump in the concentration of the pollutant
when the approximation switches from a near-field to a far-field approxima-
tion, when no such *jump exists physically. The predicted concentration ofthe pollutant is greater than the density of the spilled cargo for consider-
able lengths of time. No buoyancy forces were considered for all the
sp Is.

For the modeling of the mixing and dilution phenomena to be adequate,
the following recommendations are made.

* The apparent jump in the concentration of the pollutant should be
resolved by adequate matching of the near-field and far-field
approximations.
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* The unnatural predictions of the liquid density should be eliminated
by taking into account the initial size of a spill and then model
the mixing and dilution of the pollutant.

9 Cargoes which are heavier or lighter than the receiving water body
into which the spill occurs should also be modeled because most
cargoes are not neutrally buoyant.
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APPENDIX 3A

We wish to solve the equation (4.5) of AMSHAH

ac + U LC E - kC (3A-1)
3•- ax =a-x 3Al

for C(x,t) with the boundary conditions

C(xO) 6 M (x) (3A-2a)

A

C(x-*-o) = 0 (3A-2b)

C(t÷++oo) 0 0, C(t<O) : 0 (3A-2c)

In the above, M, U, E, A, and K are constants. Let us define newSvariables, • = x - Ut and C = t, and then we have A

@C aC U@ 3C ac a2 c_ a2ca-t = T--- DE' ax a' E -, 3A3

Then equation (3A-1) becomnes

ac+ kC: 92c+C kC. E (3A-4)

and the boundary conditions are

c(, 0) M S() (3A-Sa) V

SC(R ÷•-*± ) : 0 (3A-Sb)

C(=÷+-) 0 0, C(i<O) : 0 (3A-5c)

Consider the Laplace transform with respect to • . We know that

SC 5C(, +0)

3-53



Hence, equation (3A-4) may be written in terms of C(V,s), the transform of

and using the initial condition this is

(skCA~~ -E 2 (3A-6b)

II

Now the homogeneous equation corresponding to C(-3A-6) is

A3-7
(s+k C = E (3A--)

to which the solution is t

C -a exp + b exp[+ (3A-8)

Since C is continuous C u n0, and since C-- 6 for -we have
C s) = a exp I._ (•_•) f/r]>_0

i-k 1/2

C s) = a exp [+ (stK) for < 0 (3A-9)

SThe un.nown constant a is evaluated by means of the equation

3 -MC-=I + I = A-E (3A-10) 3

([6], pp. 61-65). Using equation(3A"O)here on either side of zero, we
S~have

The = ~M= a a [1/j2/2 or >
a= • 1sk1 (4E(s+k))-1/2 (3A-11)

[6] Stakgold, I., Boundavy Value Problems of Mathematical Physics, vol. 1,
MacMillan, New York, 1967.
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Thus the solution to (3A-6) can be written

C(C, s) = (-) (4E(s+k))y/2 exp [- E(S-)1/2] for > 0

CC, s) (4E(s+k) exp [+ •(Ž-) for • < 0 (3A-12)

Now if X [F(t)] = f(s), then [eatF(t)] f(s-a), and for

1 11m2 1 1/2
F(t) : (t)"i 2  exp T t, f(s) = -T7- e for m>O (3A-13)

(see, for example, #84 on p. 320 for the CRC Math tables [7]). Since =,
let us transform back to t instead of to •. We have

M e-kt 2•

C(M, t) M () 4 (3A-14)

(4frt)l /2 exp 4Et(3

This is equation (4.6a) on p. 34 of AMSHAH. We now procede to derive the
equation corresponding to (4.6b) of AMSHAH.

We wish to consider the case where the source is not an instantaneous one
at t = 0, but one that continues at a constant rate from t = 0 to t = tMT.

We may get the solution by integrating (3A-14) with respect to the source
time. We write (3A-14) for a spill which occurred at time -r

C(x, t) = - (iTE(t--))-/ exp [-k(t-) - xUt) for t• T•. ~ ~~~4E(t- -fot>T

C(x, t) : 0 for t < T (3A-15)

If two successive instantaneous spills occurred, the concentration would be
given by the sum of two expressions similar to (3A-15). Instead of summing
for a number of discrete events, we may integrate to get the solution for g

a continuous spill.

Let the spill commence at t = 0 and continue to t = tMT, at which time it
ceases. We note that (3A-15) is written entirely in terms of the difference
between the present time t and the time of the spill, T. Let us denote this
difference by y: y = t - r. The smallest value of y will be

[7] Hodgman, C. D. (ed.), C.R.C. Standard Mathematical Tables, llth ed.,
Chemical Rubber Co., Cleveland, Ohio, 1957.

3-55

- 45A



y 0 if t < tMT (3A-16a)

or

y = t - tMT if t >tMT (3A-16b)

and the largest value will be

y = t in either case (3A-16c)

Thus for a source with rate M:

C(x, t) = 0 for t <0 (3A-17a)
t '

C(x, t) f A (7TEy)-/ exp [_ ky - (x4Uy)!"y for 0<t <tMT (3A-17b)0 ~ ~4Ey Y<

C(x, t) f (rEy)-/exp[ (x-Uy) ]dy for t > (3A-17c)
t- tMtT 2A 4Ey

Denoting the arguments of these integrals by arg, and expanding (x-Uy) 2,
we note that one term in the exponential is not a function of y, so we have

r Md y 1/2 2xU x2+U2 y2+4Eky2 ]

arg ( ) exp I4T 4Ey (3A-18)

Let us define Q by

S1 = U2 + 4Ek (3A-19)

Then we have

arg = (Mdy) (uEy)-/ e ex p e [- (3A-20)

Changing variables, let y = z2, dy 2zdz, and

a2  / 2 4E, b2  x/4E (3A-21)

we have
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MxU b? 22Z]d
ex b(3A-22)

arg = A(aE)lI2 exp [E] exp [- --2-a

For t > tMT, from (3A-17), we have

t t
C = fM arg(y)dy =f / arg(z)dz (3A-23)

where arg(y) is given by (3A-18) or (3A-20), and arg(z) is given by (3A-22).
This integral may be evaluated in closed form as shown on page 304 of
Abramowitz and Stegun [8] (#7.4.33).

_____ x 1 /2 2ab b
C(xt)= M exp aE] (--'-) [e erf(az4,_)

A(Efl) 1/2 2E 4
C 2a, b /2/ (3A-24)

+ e-2ab erf(az-b)] ,t1 T/2

In this expression erf is an abbreviation for the error function. Evaluating

this expression and using (3A-21) for a and b, we get the expression for the

concentration for t> tMT:

M xU ___A__

C(x, t) -]7 exp EVE] x err e2 +
E 2 E/ 2 (Et)E/2

erf [RL(t-tMT)1/ + x + tl x
2PE/2 2 (E (t-trMr) )1/2 +exp [2E erf [ 1/2- 1/

2 El/ 2 (Et)~/

- erf [ f2 (t-tMT)l/ _ x

2 E 1/2 2 (E (t-tMT) )1/2 ](3A-25a)

which may be more compactly written as

M

C(X, t) - exp XU [exp (x-•{ erf [.-t+x
2AQ F3 2 2E)/

[8] Abramowitz, M., and I. Stegun (eds.), Handbook of Mathematical Func-
tions, National Bureau of Standards, Applied Mathematics Series Num-
ber 55, U. S. Government Printing Office, 1964.
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erf r Q(t-tMT) + X ] } + exp [r'2tx erf -t-x25b)
2(E (t-tMT) )/2 2 (Et)l/3

- erf 2�(E(t-tMT) )x2 (E (t-tMT))/* ]

For the case where O<t <tMT, we may obtain the integral by letting
tMT.t in (A25). Since erf (+en) = 1 and erf (- c) = -1, we have

C~x t) M xU(• ) { e f (2 +X-
_ exp [FE] [exp 2() erf t+x (1• 2 ('Et) 2I

+ exp [ 2 { erf ( Et-x / + 1 } ] (3A-26a) I
•: 2 (Et) •

This equation may be compared to (4.6b) of AMSHAH:

pf~ ~ xQ- I(+t ) (. -
[x, 0 T e 2E [e 2-E (erf (x+l (x-e 2(4Et) 1l/2 I) '--(r (4Et) •i)-

AMSHAH (4.6b), (3A-26b)

Using the fact that erf (-x) = -erf (x), we see that the two expressions are

identical. The text does not mention the case where 0 <t <tMT, but the computer
program contains the expression for this case. Both cases are treated in DILUN
between statement number 123 and statement number 126. The two error function
terms are calculated correctly, but instead of subtracting them, the program
multiplies them. The statement above statement number 126 is

C = FI*F2*F3 (3A-27)

when it should be

C : Fl * (F2 - F3). (3A-28)

It may be seen from the derivation above that the definition of a on
p. 34 of AMSHAH is incorrect. It should be

S1 (U2 + 4kE) 1/2 (3A-29) I
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The program also contains this error, and statement 123 in DILUN should be
changed accordingly.

The limiting expressions (4.6c) and 0.6d) are correct for the case in
which the source never ceases; i.e. when tMT . Neither of these ex-
pressions is used in the program.

IV
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APPENDIX 3B

IMAGE SOURCES

in the following analysis, the relative importance of the image
sources to the prediction of concentration of pollutant is determined.

Consider two rcflecting surfaces, L and R, as shown in Figure 3B-l,
where S is any source

L (left reflecting surface), z = 0

R (right reflecting surface), z = d

S (source), z =

where z can be positive or negative. When S is reflected about the left
surface, the image source has its coordinates as:

IL (image reflected about left surface), z = -(z)

When S is reflected about the right surface, the image source has its co-
ordinate as:

IR (image reflected about the right surface), z = 2d-(Z)

These distances are also shown in Figure 3B-l.

Hence, when a source, S, is reflected about the left surface, the
coordinate of its image, IL, is the negative quantity of the coordinate of
the source; and when the source, S, is reflected about the right surface,
the coordinate of this image, IR, is the difference of twice the distance
of separation of the two reflecting surfaces and the coordinate of the
source. This general statement will now be used to determine multiple re-
flections of a souice and its images about two reflecting surfaces.

The general expressions can be expressed as:

Source, S , z =

Left Image, IL z = -(i)

Right Image, IR, z = 2d-(Z)

We will now consider a general source and multiple reflections about
the reflecting surfaces. The initial source will have two images, one
about the left surface, IL , and the second about the right surface, IR.
The image, IL from the left surface, is made to reflect about the right
surface to obtain the image, ILR , as shown in Figure 3B-2. The image, IR
from the right surface, is made to reflect about the left surface to obtain
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the image, IRL. Similar mutiple reflections are shown in Figure 3B-2.
The coordinates of the source and its multiple images are shown in Table
3B-1.

When we make [a=O], the coordinates of the source and its multiple
images become:

0, 2d, 2d, 4d, 4d. ....

and -0, -2d, -2d, -4d, -4d. .....

The concentration of the pollutant can now be qualitatively expressed
in terms of the source and its multiple images and their z-coordinate
position as:

c(z,t) = e"Az + B e-A(z- 2 nd)+ e-A(z+2nd)
n=l ,2,3,....

where A and B are constants.

The variation of z is given by:

0 z. d

where d is the depth of the rectangular channel model.

The limits of the terms in the expression for the concentration of the
pollutant will be analyzed so that the relative importance of each term in
the full expression can be determined.

The limits of the leading term are given by:

-Ad.2  -Az 2

e ~e '

When n=l, the limits of the first term in the brackets are:

e-4Ad2 
2< e-A(z-2d) 2 < e-Ad 2

and the limits of the second term in the brackets are:

e-9Ad 2 4 e-A(z+2d) 2  e-4Ad 2

If the last term is to be neglected, in comparison to the first two terms,
we require that the largest value of the last term to be negligible in com-
parison to the other two,
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TABLE 3B-1 Coordinates of Multiple Reflection Images

When there are multiple reflections and a reflection about a
left reflecting surface occurs, the coordinates of the reflec-
tion are equal and opposite to that of the source. For example,
when ILR (coordinate: 2d+a) is reflected about the left re-
flecting surface, the reflection is ILRL (coordinate: -2d-a).
When the reflection is about a right reflecting surface the
coordinate of the reflection is the difference of twice the
distance of separation of the reflecting surfaces and the
coordinate of the source. For example, when ILRL (coordinate:
-2d- a) is reflected about the right reflecting surface, the
reflection is ILRLR (coordinate: 2d- (-2d-a) = 4d+a).

S: a

IL: -a 2d -a: IR

IRL - 2d + a 2d + a: ILR j
ILRL - 2d -a 4d -a: IRLR

IRLRL - 4d + a 4d f a: ILRLR

ILRLRL - 4d - a 6d - a: IRLRLR
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i . 3-4Ad 2 << 1
_4Ad

If 4Ad 2 = 5

-4Ad 2  -5then e = e = 0.0067

- 4Ad2 = 0.0067 << 1and e

Hence, to be able to neglect the third term, [4Ad 2 ] should be greater than
5.

From the expression for the concentration of the pollutant given in
Chapter 3, the constant A is given by:

A 4ezt

where ez turbulent diffusion coefficient in the z-direction

and t = time of observation, after spill occurs.

•. 4Ad 2 > 5 would imply that

4. d2 >5
4ezt

2
i.e., for t <

Therefore, for time less than [d 2 /5e ], the last term for the concentration
of the pollutant is relatively unimp6 rtant in comparison to the other two
terms. But, to be consistent and general, equation 4.1 of AMSHAH should
include all the three terms discussed above. This is especially true for
the- important case when the position of observation is at the surface of
the water (i.e., z=O).

In order to neglect the higher-order terms, we require thaL, for
z=O,

e _A(4d) 2  .1 ,
e<< 1 3 2e -
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i.e., when A (4d) > 5

4ezt t 6

4 d2
or t ez

InI
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APPENDIX 3C

POLLUTANT CONCENTRATION FOR

SPII.LS IN TIDAL RIVERS

The response to an instantaneous spill of cargo in a tidal river (with-
out decay of pollutant), is given by:{0 t < T

c(x,t) : LA •jExp -{ E .tT} t > -r

where

c(x,t) = pollutant concentration

M = mass of spill

E(t-T) = dispersion coefficient
t

x x- fU(a) do
T

U(o) = velocity of river

= dummy "time" variable

T =time at which instantaneous spill occurs

t : time

When the spill is continuous, the concentration of the pollutant is given
by:

t
c(x,t) =f M(T) f d--

0

where 0 t<

f = {L r'lFtT) EP- { X1f-J}a >

Exp -{7 - t >
AV74• F(t--T) t-

0 t <T

M=(t) t > T
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{0 tt<T

t >T

T = start of continuous spill
M(T) rate of spill

Therefore,

t M( X 2 }-
c(x,t) = o A _p 4E(t-T) _ d

If t< T and O<T< t , then c(x,t) : 0.

If t> T, then

' c(x,t) f Exp- dT
T LAv/4-TE]t-T) ]

We shall transform the independent variables as follows:

Let r= + T and t = t' + T

The concentration of the pollutant becomes

•=•" " "t'F M_ (,M f+T) ] •4-E-t.c(x,t) f Jo [Exp - { dý (3C-1)

aV'47E'(t'- •

and the expression for X, which was

t

x x f U(a) da
T

will now become

ti +2'
x = x- f U,- do (3C-2)

3+T
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Hence, comparing equation (3C-1) with equation (4.13a) of AMSHAH, the
arguments for the M1 term in AMSHAH seem to be incorrect and the limits of
integration of equation (4.11) uf AMSHAH are to be changed to those shown A

in equation (3C-2).

-7

3-71

Y•I

_@:



APPENDIX 3D

COMPUTER PROGRAMS

The subroutines in Figure 3D-i through Figure 3D-4 are the original
subroutines of HACS. For the sensitivity analysis, certain changes were
made in these subroutines which are discussed in the section Sensitivity
Analysis of this chapter. The modified subroutines are listed in
Figure 3D-5 through Figure 3D-8.
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SUBROUTIN' DILUN (IFLAG,ICOND,ZMAS,Z.DOT,X,Y,Z,TIMiE,DIFCO,D,W,A,UF,
1Ul ,TP,DEL,XK,XN,C)

C

C**• THIS SUBROUTINE GIVES THE CONENTRATION OF A WATER MISCIBLE LIQUID
C SPECIFIEU SPATIAL POINT AND GIVEN TIME, FOR SPILL IN LAKE, RIVER 0
C ESTUAR(Y. ALL "IRE LIQUID SPILLED IS ASSUMED TO TO GO INTO SOLUTION
C WATER. TIHE SAME PROGRAI CAN ALSO BE USED FOR DISPERSION OF SOLIDS
C ARE NEUTRALLY SnOYANT OR WHOSE SETTLING TIMES ARE LARGE COMPARED T
C TIMES.
C
C THIS SUBROU1'INE CANNOT BE USED WITH ACCURACY FOR CONCENTRATION PBE
C FOR THOSE FLUIDS WHICH REACT WITH WATER ORl WHOSE BOILING POINT IS
C THAN IHAT or THE AMBlJENT rumPERATURE.

C
C **~******* INPUT ARGUMEiNTS *****
C *** IFLIIG FLAG INDICATING WHERE THE SPILL OCCURS. (1 FOR SPILL IN
C SIILL WATER ,2 FOR NON TIDAL RIVER, 3 FOR TIDAL REGIONS
C •** ICOND = A P'LAG WHICH SPECIFIES WHETHER THE SPILL IS CONTINUOUS OJ
C OF SNORT DURATION("IfISTANTANEOUS") SPILL. THE VALUE OF IOn
C 0 FOR SHORT DURATION SPILL AND 1 FOR CONTINUOUS SPILL.
C ** ZMAS TOTAL MASS OF LIOUID SPILLED GMS
C " A* ?•DOT = RATE OF 3ASS SPILL (TO BE GIVEN ONLY IF ICONID=7) G:S
C * XY,Z = CO ORDINATE POSITIONS AT WHICH THE CONCENTRATION IS NEEDEP.
C THE ORIGIN IS ON THE WATER SURFACE . FOR RIVER SPILLS THE
C X-DIRECTION IS IN THE DIRECTION OF PLOW AND Z- DIRECTION 15
C DEPTI:WISE. CHS
C •** TInE TIM•E (COUNTED FROM INSTANT OF SPILL) AT WHICH THE CONCENUA-
C TION AT POINT XY,Z IS TO BE KNOWN. SEc

REAL DUMY
C *** DIPCO = DIFFUSION COEFFICIENT FOR THE LIQUID IN WATER CM*
C ** D = MEAN RIVER DEPTH CMS
C v** W = MEAN RIVER WIDTH CMS
C ** A = Y-COORDINATE OF THE POINT OF SPILL ON THE WATER SURFACE
C *** UP = STREAM VELOCITY ( TO BE GIVEN IF IFLAG =2 OR 3) CKS
C u* r = TIDAL VELOCITY AMPLITUDE (?OR !FLAG = 3) CrS
C * TP = TIDAL PERIOD SEC
C *4* DtL = PHASE LAG-- ESSERTIALLY THE TIME FOR THE NEXT HIGH WATER
C SLACXK F'O•M T.E IiNSTANT OF SPILL. SEC
C *** XK = DECAY COEFFICIENT ( TO BE CIVEN ONLY IF THE POLLUTANT DEWc S
C AS PER TU.E FIRST ORDER DECAY EQUATION)
C *4* XN = MANNING FACTOR OF ROUGHNESS FOR RIVERS NON-DIM
C

OUTPUT ARGUMENTS
C C CONCENTRATION OF T.E POLLUTA43' GMS
C ******4******4*** ***4* *4*******Q****************4* ********************

C
C

EXTIERNAL CNISPL
DIX..ENSION AUX (25)
PI=3.1111592b5
B=W/2.
T=Ili E
IF(ICONI) 20,20,5

5 TZT:ZhAS/Z:'lhOT
C ** TT I,' 1'IE TIAE TO 1.MPTY "ZMAS" AT THE RATE OF "ZMIDOT".

IP(T-5.*T:IT) 20,10,10
"FIGURE 3D-i DILUN.
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10 -r - -=

10 ICONTINU

IF I F2 C O N I S U E) 0 ' 5 ,

5O CONTIN 1,UE
C **INSTANVANEOUS SPILL FORMULAE

GO TO (60,70,80) ,1PLAG
C ** SP:LL III CALM AND STILL WATER ** *~

60 C=((2.*%IiAS.:)/!I .*PI*T*DIFCO) *41.5) 4EXP(-(X**2+Y**24Z**2) /(tI.*DIFCO

RETURN
C **~~ SPILL INTO A NON TIDAL RIVER ***Q*

70 CALL 81% P(W,D,iPLAG,Tr,UF,UT,XNI,TP,E,EX ,EY,BZ)
TC=U*42/EY

C **NEAR ?IEL!) APPROXIM~ATION 4

F2ý!flXP (XK*I+ (X-UF*T) 4*2/ (I;.l4X4T))
?3=i':XP (-(-A.) *42/ (14.--EY*T) ) tEX? (- (-A-I?) 4*2/ (4I.*EY4T))

14X l (nx --wIA) **2/ c's.*EY*'-r))

C=F?*-F2*lF3114
RETURN

C **44 SPILL INTO TIDAL REGIONS 0? A RIVER ****

80 CALL D1SP(W,riffi.LAG,T,UF,UT,XN,TP,E,EX ,EY,EZ)
5Sr2 l P1f

C 4**'Mzr CROSS SECTIONAL MEAN CON1CENTRA1TION IS CALCULATED ASSUMING

cTHE RIVER OSCILLATION VELOCITY TO BD SUNUSOIDAL. I
Fi= Z!%AS / (W!$D*SQJRT (L.*PI*E4T))

P3=-EXt(- (X-UE*IT+ (UT/SIG) t (COS (S10*L (T-DEL)) -CJS (SIG*DEL) ) )**2/(Q .*F

1*T))
C=F1*1'2*r3
ItE7F UR N

C
C *44* CONTINUOUS SPILLS **4*****

C *4** IN THE FOLLOW4ING PROG~RAMk ON THE CONTINUOUS SPILLS WE ASSUME THAT
C ****)CATE OF SPILL "2.1')Of" IS A CONSTANT.
100 GO TO (11O,120,130),lIPLAG
C ** CONTINUOUS SPILL IN A STILL WATER REGION *4*

110 EPS=OA
VDIN=2$
IP(T-U'MT) 112,112,113

112 CALL bULIN (IJLAG, X, Y,Z,T, UP,OT, TP,DEL, W,D,XK,D]FPCO, TMT, ZMDOT,O0.0,
1T,'PSNJIŽIC'52,CERAUJX)

RETUP N)
113 CALL DLII? (]FLAG, X,Y,Z,T, UF,UT,TP, DEL, W,D,XK, DIPCO,TNT, ZMDOT,O.O0,

RETURN
C *** SPILL IN A NON TIDAL RI'VER *** WE ASSUMS THAT THE L3NGITUDINAL
C SION IS SMALL. 'IRE CONCENTRATION GIVEN IS THE CROSS SECTIONIAL AVE:
120 C-0O.

Ii'X-1?2)121,121,126
121 CA1.l. 8S ,,iIAG*,UUTXPEXEY,K7)

TC=I;**2/L'Y
lF(T-0.3*TC) 122,122,123

C **4* IRE-AR )IFLD APPR'jOXIJATI'ON
122 Y1=ZMDO)T/ (2. *?I1OX4SORT (E-Y4EZ))

FIGUREr 3D-1, continued DI LUN.
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RET URP
C **?AR ?ICLD hlPR~OXIMATYON ****
123 OMG'.SOiRT (0Pt*2+2A-X44)

F 1 ZDOT/ (W * D O:!G *2
G1=1 *

G2--1.

124 G1=ERP ( (X40X~G-1 (T-T.1T) ) /SORT (11*E (T-TMT)) )

125 P2= (ERI SO (XO~~SRr (4 .*F*T) )-Cl) *EXP ( ('(*O.5/E) * (UF4CMG) RP 3= (BI1( (X -O.,G 4 T)ISQ RT (1.*E *T) )G2) *-X P ( (X *O0.5./E) * (U F-Oli G)

126 RET1I10
C *** CONTINUOUS IN1JECTION IN TIDAL RIVERS ***~
130 Chm- D1Scp(w,r,,]11.AGý(,T,UF,UT,XN,TP,EEX ,EY,3Z)
131 MSP=O.O1

ND18=25
Ii'(T-TN'T) 132,132,133

132 CALL D)LI' (IFLAG,X,Y,ZT,UF,UTý,TP,DEL,WD,XK,E 
1 TMT,ZMiDOT,0.0,

1T,iLPS,N4DI',CNSPL,C,IE'R, AUX)
RETURN

133 CALL DL!N (IFLAG-,X,Y,Z,T,t)F,UT,TP,DEL,W,D,XK,E ,TMT,ZMIDOT,0.0,
1ITN r, E?'3, DIfl,CNS'L, C, IER,*AUX)

RETURN
END

FIGURE 3D-1, continued D IL UN.A-N
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SUBROUITINEDS ',D.!:TUFU,',P,,XEZ

C TH.IS SU;~hOUTINIf IS CAL.LED BY THJE D11.Ur SU!BROOTINE .DISPERSION

C AND TUR~BULENT DIFFUSION COEFFICIENTS ARt RETURNED BY THIS SUBROU
C

B=W/2.
RIIl*D/ (2. *D1)
GO TO (bO,76,83) ,IFLAG

60 E~0. -
RETURN M

C *~*SPILL INTO A. NON TIDAL RIVER

70 USTAR=6.716*XN~tlP/R'!' (1 ./6.)
EZO0.067*USTAR*R!N

.X=0. 1*EZ
IP(IW/P-1OO.) 72,71,711

71 £:Y= . 1*EZ
E=77.*YIN*UF*Rli** (5./6.)
GO TO 75

C USTAR IUS bASED ONTH EAN OSCILLATING FLOW VELOCITY. *

EYO .14EZ

IF(W/D-100.) 81,82,82
81 EY=0.23*USTAR*RHl
C TRA:NSV '(SE AND V)ERTICAL DISPERSION COEIFFICIENTS
82 EV=6.*.),)USThF

E=0.011)0 .025* (UI'*T/ftl) **2

T PT =T/ (B *) 2/ EY)

83 GO TO 65
ol F(lf:-. 85,115,86
85 E=EV

GO TO 87
66 L=E=LT

iN

FIGURE 3D-2 DISP.



SUBRlOUlTINE DI.112 (IFLAG,XX,YY,ZZ,T,UF,UT,TP,DEL,W,D,XK,S,TMT,ZNDOT,
1XL,XUDIrPS, llD3:I,FCT,Y ,IER ,AOX)

c

C **T111S INTE.GRATION SUBROUTINE RETRNlOS A VALUE "'Y' WHLICII IS THE CO
c 0F THE POLLU)TANT Ar ANY INSTANT OF TI1LE ''Ttl AND POSITION XX,YY,

C CONTIN~UOUS SPILL IN STILL OR OSCILUkTI4 VE~LOCITY WATFRS OF RIVERS

C
DIM5ENSION AUX (1)

C PREPARATIONS Or ROMBDERG-LOOP
AUX (1) =.5* iFCT (IFLAG,XX,YY, ZZ,T,W,D, UP~,UT, TP,DEL, XK,S,TMIT,ZlDOT r

1XL) 4FC1r(lFLAGtYX tYY, ZZ,T,Wd,D,UP, UT,TP,DEL,%K,S,TilT,7`)OT,Xj))
HX-XL
IF (NDI H- 1) 8,0f,1I

1 Il(I!)2,1O,2
C 11DI'M IS GRE'ATE~R THAN 1 AND H IS NOT EQUAL TO 0.

2 1111=i1
E=:EPS/ABS (11)
PELT2=O.

03=1
DO 7 1=2,NDIb
Y=AUX (1)
DELT1D1ELT2

1HH.5*HH
P= . 5-1 P

DO 3 3=1,33
Sd=S'N4PiCT(?LA, XX,Y Y,ZZ,T,R, D,U?, UT,TP, DEL, XK,S,T.MT, Z.DOT,X)

3X=XiHDI
AUX (I) =.5*AUX (I-i) 4p*SM4

c ANEW APPROXIMATIOR OF INTEGRAL VALUE IS COIPUTED BY M1EANS OF
C TRAPEZOIDAhL RULE.

C START OF' ROMBBRGS EXTRAPOLATION METHOD.
Q1J.

DO 11 J=1,31
21=1-3

Q=Q4t0
4 AUIX (::,)=AUX (31141) 4 (AUX (1 1+1) -AlUX (11) )/(Q-1.)

C END OF ROM lD!:hC,-STEP
DflLT2=ABS (Y-AUY. (1))
IT, (1-5) 7,5,5I

6 IF (D-LT-DI.L-1) 7, 11, 11
7 33=33433

9 I~~lyH5!AU% (1)U

10 IrR:0

GO TO 9 .
FIGURE 3D-3 DLIN.
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F P1WTION CISPL (IFLACG,X,Y,Z,¶,W,D,UP,'T,TP,DE-L,XK,E,TZ1T,Z11IDOTToW4)

C OBTAIN TME CONCENTR1hTION AT ANY POS11ION AN4D TIME WHEN THE SPILL
C CONT!NUOUS.

P1=3.1ta15q265
GO TO (10,20,30) ,IrLA(

C ***CONTINUOUS SPILL IN STILL WATER
10 IF{T-TO',?) 11,11,12
11 CNSPL=0.

R 1U~IURN
12 Fl= (2.*Z.`DOT) /(it .*P*E) **1.5

F2=EXP(-((X**24Y**2+Z**2) /(4.*E*(T-TOW)))-XK*(T-TOW)) /(T-TOW)**
1.5

CIISPL=F1'*F2
RPTUR!N

20 RETCRN
C **TIDAL RIVER tND, 1STURINE CONTINUOUS SPILL MODELS
30 IF(T-TOW) 31,31,32*
31 CNSPL=O.

R~ETU RN
32 TT=T-TOW

SIG=2.*r/(T*cRT($.*IP

P2=(((tX-U!?*IT4 (UT/SlG)*~(COS (SiG. (TT-DEL) ) -COS (S!G*DEL) ) )/SORT(4',.

P3=EXP (-F2) /SORlT (TT)
CNSPL=Pl*?3
RETURN
END

FIGURE. 3D-4 CNSPL.
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SU3ROUTII4E LILUN

COMMON /14OP/ IFLAGICOND9 ZMASZMDOTv X9Y9ZTIME* DIFCO,
I UWeAt UF9UTq1PWEL9 XiRF* C, TTMTTU9 EXtEYEZE, PI

DATA PI /3.1416926t/
C

"C'* THIS SUURUUTINE 6IVES THE CUNE1NTRATION OF' A WATER MISCIRLE LIUUIU
C AT A SPECIFIED POINT AND TIME. ALL THE LIQUID SPILLED IS ASSU.MED
C TO GO INlu SOLuTIUN IN oATENH. THE SAME PROGRAM CAN ALSO dE USLU
c FOR DISPERSION UF SOLIDS aHICH ARE NEUTRALLY 8UOYANT OR WHOSE
C. SETTLING TIMES AxE kRqGE.
C THIS SUBROUTI1N CAN NOT BE USED WITH ACCURACY FUR THOSE FLUIDS

C WHICH REACT WITH WATER OR WHOSE bOILINb POINT IS LESS THAN THAT
C OF THE AM6IENT WATEk TEMPERATURE.
C

C
C I***•• INPUT ARGUMENTS.
C *• IFLAG = A FLAG wHICH INDICATES wHERE THE SPILL OCCURS. ( 1 FOR
C bPILL IN STILL wATLR, 2 FOR SPILL IN NON-TIDAL RIVLrt
C 3 FOR SPILL IN ILUAL RIVER)
C.€** ICOND = SPILL HATE FLAG. C U FOR INSTANTANEOUS SPILL,
C I FOR CONTINUOUS SPILL
C *** ZMAS = TOTAL MASS OF LIUUIU SPILLEb GMS
C • ZMDOT = HATE uF PASS SPILL ( NELDED ONLY IF ICOND .NL. I )
C * X9YZ = COORDINATES OF POINT AT WHICH CONCENTRATION IS TO BE
C CALCULATEO. ÷X I UOWNSTREAMs +Z IS DOWNWARUS. CMb
C * TIME = TIhE ( T=O AT TIME SPILL STARTS ) SEC
C • DIFCO = DIFFUSION COEFF. FOR THE LIQUID IN WATER CM*CMISEC
C D U = MEAN RIVLR DEPTH CM
C " W = MEAN RIVER WIUTH CM
C e A. = Y-COOxD. OF THE POINT OF SPILL ON WATER SURFACE CM
C * UF = STREAM VELOCITY ( TO BE GIVEN IF IFLAG = 2 OR 3 ) CM/SEC
C ** UT = TIDAL VELOCITY AMPLITUUE ( FOR IFLAG = 3 ) CM/SEC
C *• TP = TIDAL PERIOD SEC
C * DEL = PHASE LAG-- ESSENTIALLY THE TIME TO THE NEXT HIGH
C WATER bLACK FROM THE INSTANT OF SPILL. SEC
C • XK = DECAY CUEFF. ( (0 UE GIVEN ONLY IF THE POI.LUTAN1
C. OoEYS THE FIRST ORuER DECAY EUUATION ) I/SEC
C • RF = MANNIvb ROUGHNESS FACTOR FOR RIVERS NON-DIM
C
C •*** OUTPUT ARGUMENTS *** €
C *** C CONCENTRATION OF THE POLLUTANT 6MS/CM**J
C

C
C

C n 0.0
1= W * .b

T = TIME
IF ( IC1NU .EU. 0 ) GO TO 20
TMT = Z,4A / L.4DOT
IF ( T .GT. 5.*TMT ) ICOND = 0
IFCIFLA6 .EQ. 2 *AND. (X .LL.-i.E3 *OR. X .GE. UF*T+I.ES)) RETURN

FIGURE 3D-5 DILUN (modified for sensitivity analysis).
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MI
20 IF ( IFLAb .GE. 2 ) CALL UISP(WqDIFLAb9 UFvUTqRFTPEEXEYEZ)

IF ( ICONU .EU. I ) GO TO 100

C INSTANTANEOUS SPILLS
O0 TO (oO,7Udu)tIFLAG

C SPILL IN STILL WATER
60 F1 = 2.0 ZMAS / (4*.*PI *T *OIFCO )**1.5

f2 =- X2 * Y**2 +0**2 ) / (4*0DUIFCO * T) - XK * T
PRINT 906OiT*OIFCOFIF2,vI4Ab

9060 FORMAT(OOUILUN bU I DIFCO FI F2 ZMAS *,5G12.4)
IF ( F2 .LT. -4b. ) REURN
C Fl * EXP( F2 )
RETURN

CC NON-TIDAL RIVER INSTANTANEOUS SPILL

C NEAR FIELD APPROA;IMATION
70 IF I .G1. O*.J8'U/EY ) GO TO 75

Fl = 2.oZMAS) / (L..*PI*T)4*1.5 * SORT(EXOEY*.EZ) )
F2 -XKOT - (A-UF*1V4192. C4.*tXOT)
DE 4.OFLY*T
F3 = -(Y - A)#*2 / DE

F4 = -(Y + A * W)9*2 / DE
F5 = -(Y + A - W)**, / DE
DE = 4.*EZ~ l
F6 = -Z* / DE
4F7 = -( 2 - 2**D )002 / OE

DE = F2 AHAAI(F39F4,FS) * AMAXI(F6iF7)
1) = X UF*T

SI = SORTI( o.*tX*T
IC = 0.3 * 6 13 / LY
PRINT 907O,Fl9,F2,F3F4•F5,F6,F7,EXEYEZT,ZMASiXD,SliTC

9070 FOHNA1(•OUILUN 70 F VALUES LA EY EZ T ZMAS XD SI TC*,7Gl6t,4,
I /,9G12.4)

IF ( DE .LT. -4b. ) REIURN
C Fl * LxP(F,•) (EACF3) + ExP(F4) * EXP(FS) *

I ( EXP(F6) + EAP(F7)
RETUkN

C FAR FIELD APPROXIMATION
75 Fl = ZMAS / A / SQRI( 4.*PI*E*T

F2 = - AK*T - I X-UF*T )*Re / 4. / E / 1
XU = X - UFOT
SI = SORI( 4. * E I )
"IC = 0.3 * * / Y EY
PRINT 907bE,9FFq2,AU,SIvC

9075 FORMAT(*UOILUiq 75 E Fl F2 4U SI TC *,b,12.4)
IF I F2 .LT. -'b.) RETUkN
C = Fl * LxP(F2)

C TIDAL RIVER INSTANTANEOUS SPILL
C bPILI. INMU TIOAL RNEGIONS OF A RIVER
8o SIG = 2. * PI / IP

C THE CROSS SECTIONAL HLAN CUNC'NTRATION IS CALCULAIED ASSUMING
C THE RIVER OSCILLATION VLLOCIIY TO HE SINUbOIDAL.

Fl ZMAS (W~ * 0 * SIJkT( 4.uP1*E*1

FIGURE 3D-5, continued DILUN (modified).
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FZ UT/SIG * (COb(SIG*(T-UEL) ) - COS(SIG*DEL) )
F3 -=XKT - (A - UFOT + F2)*2 / (4.*f*T)
XU A - UF*T * F2
SI SORT( 4. t * T
PRINT 90dO, LtFltF24F3t AsUFtTtUTqS16,t fELAOSI

9080 FORMAT (*UDILUON 8U. E Fl F2 F3 , 4G12.4i* X UF T U. SIG DEL.,
I * XD SI *,8G1e.4)

IF C F3 *LT. *6. ) RETURN
C Fl"' LXP(FJ)
RETURN

C

C CONTINUOUS SPILLS

100 IF ( IFLAu 0EU. 2 60 O TO 120C INTEGRATE FOR STILL WATER A1NL TIDAL RIVER
TU = A .INI(T ) TET)
EPS 0.O10

IF C IFLAj TEU. 3 ) EPS = 0.01
CALL DLIN ( EPI S
iETURA/

C NON-TIDAL RIVER CONTINqUOUS SPILL

120 IF ( T *GT. 0.3 * HOB / EY ) /O TO A23
C NEAR FIELU APPH(OXIMATION

IF C X LT*. 6OR. X *T, UF*T ) RETURN
IF 7 ETUR TNT *AND. X LT. UF*(T-TIT) RETURN
Fl =H SOOT /2,/PI/X / SRT( EYEZ
TU = A O UF
F2 = -( Y1 2 .EY ZO2 EZ 4. TU XK TU
PRINT 91201 EYtEZ9 TtTUqTHT, F19F2

9120 FORMATT (.OUILU 120 EY EZ T TU TNT Fl F2*t 7612.4
IF2 ( F2 ,L. -46. ) RETURN
C = Fl * ExP ( F2 )
RETURN

C FAR FIELD APPROXIMATION '
123 OMG = SORT( UF**2 + 4,•AKO'L )

Fl =ZMOOT / (W*O*OMG*2. }
61 = 1. -
62= 1.

IF FRT 3LE* T 3T ) GO TO IL5
124 61 ER(F( (X + ONG (T-TMT)) SORT( 4. E (T-TMT })

62 =ERF( A - OM6• (-H] SORT( 4. E "(T-TMT) )
125 F2 (ERF((X + OMG*T)/SURI(4.*E*T)) - Gl) * EAP((X*.5/E)*(UF+OMG))

F3 (ERF((X - O- b-T)/SU -(4.*,) - GI) * EAP(,X,5/E)*(UF-UMG))
C =FI * (F2 F J)
PRINT 91"St UF9EqOMGq TIrHT9 GIG29 F19 F2tF3* C 91i h

9125 FORMAT (*0O0ILUN 125 UF E ONG T TF#T•, bGI2.4 9 91;"
1 61fi 62 F1 F2 F3 C~q bold.4 )91C"

126 RETURN
END

FIGURE 3D-5, continued DILUN (modified).
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SUBROUTINE DISP(W,O,IFLAGUFUTtkFtPtEtEX,EYtEZ)

C CALLED dY GLILUN ANU EVAMA.'OISPERSION ANtO TUHdULENT DIFFUSION
C COEFFICIENTS ARE REIURNEU.

DATA I1I/3.141592b5/
•=/•2.

RH =WOO) / (2.*D + W)
60 TO (60,70,dU),IFLAG

60 L = 0.
RETURN

C SPILL I.NTO A NON-TIOAL RIVLR
70 USTAR = 6'.716 * HF * UF / HH**(l./b.)

EZ = 0.067 * U!JTAR 0 RHSEX=0.1 EZ

IF ( W/O - 100.) 72,71.71

C wIDE RIVER
71 EY = 0.1 EZ

E = 77. * RF UF * RH *v(5./o.)
GO TO 75

C NARROW RIVER
72 EY 0.d3 LUbTAR * RH

E 225. * USIAR R H
C'5 RETURN

75 PRINT 9U759 RHUSTARt EX9LY9EZqE 903

9075 FORMAT (*(UISP NUN-TIDAL RH USTAR EX EY EZ Et* 6GI2.4 ) 9Io

RETURN

C TIDAL RIVER
80 USTAR = 3.9 * RF * (2.*UT / PI) / Rhl*(I./6.)

C USTAR I uASEU UN TmE MLAN OSCILLATING FLOW VELOCITY.
EZ = 0.067 * USIAH : RH
EX = 0.1 * EZ
EY = 0.1 * EZ
IF (w/I) - 100.) 81,82,82

81 EY 0.23 * USTAR * kH

C. TRANSVERSE ANI VERTICAL UISPERSION COEFFICIENTS
82 EV = 6. * D * USTAR

C .000275 = .011 * .025

F = .000275 * C UT * TP / 6 )*2
TPV = TP/ (0**e / EZ)
IF ( IPV *LE. 1.) %3O TO 85
IF f F ALt. 1. ) 60 TO u5
E F * EV
IF- F .61. 11.) E = ll.*EV
Go TO d9

B5 E = EV
69 PRINT 90b9, RHUSTAR, EXLYEZqEV9 F9 TPV 90Et m

90b9 FORMAT (*uD1SP TIDAL RH USTAR EX EY EL EV F IPV*, 8G12.*4 ) 90t
xETURN

FIGURE 3D-6 DISP (modified for sensitivity analysis).
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SUBROUTINE DLIN(LPt))
COMMON /MOP/ IFLAGICOND# ZMAS,ZMOOT, X.Y,9,TIME, DIFCO* A
I O#W2A, UF9UT9TP,uEL9 AKRF# C, T,TMTTTU, EAtEY9EZ9E, PI

REAL AUX(,5)
DATA NDIM/25/

AUX(I) = 0.5 * (CNSPL(O.0) * CNSPL(TU) )

EP = EPS / TU
DELT2 = 0.
HH = TU
p 1.
jj JJ= I
DO 7 1=29NOIf
C AUXCI)
DELlI = DELTZ
HD = HH

Nil = .5 HH
P = *5* P

7X = HH

Do 3 O=I,.JJ
SM = SM CNSPL( TX )

.3 TA = IX * HD
ALJX(I) = .5 * AUA(I-I) *P

C A NEW APPkOXIMMIION OF INTEGRAL VALUE IS COMPUTED-BY MEANS Of 2

C TRAPEZOIDAL RULE.
C START OF 0OM6tkGS EXTRAPOLAIJON METHOO.

o! = 1-.•,

00 4 J=1,JI
11 = -J
0 4. *U

4 AUX(II) =AUXCII.I) + (AUX(1141) -AUA(1I)) (U-1.)
C END OF ROM6ERG STEPPRINT 9004919 AUX(l)I

9004 FORMAT(* ULIN ,. I AUX(I) *149,GI2o4/)
UEL12 = AbS(C - AUX(M))
IF ( I .LT. 6 ) TO 10 7
IF ( DELTe.LE. EP ) GO TO 9
IF ( DELTe .GE. OlLll ) GO 10 11

7 JJ =JJ JJ
9 C = T* o AUX()

REcITURN
11 C=TU.ETUN C

RETURN
ENO"

A

FIGURE 3D-7 DLIN (modified for sensitivity analysis).
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FUNCTION~ CNSPL (rOW)
COMMON /IiUP/ IFLA~~,ICOND9 ZMAStZMOOT9 X9Y9Z*TIME. DIFC0,
I DW9A9 UVFUT91P9DEL9 XK9RF, Cq TtTMToTU, E~qEY9EZ.Eq PI
CNSVL 0.0
IT 7 - Ow
IF (IFLAG .EO. 2 *OR. ITI LF. 0.0 R IETURN
IF ( FLAG .EV. 3 ) GO TU 3e

C STILL WATER~1K12 F1 2.0 ZMDOT / (4.*PI*OIFCO*TT)*01.5
F2=-( X**2 +Y*02 * Z*'*2 I/(4.*DIFCO*TT) -AK*TT

PRINT 90l~1?tMjJTU1FCOtTiOW9TTFIF2
9012 FURMAT(* CNSPL le ZMUOT UIFCU T TOW TT F1 F2 *97G12*4)

IF ( F2 -LF. -46, ) GO TO 41
CNSPL =I EAP(F2)
6O TO 4

C TIDAL RIVEt<
32 SI6 2. *PI /TP

Fl ZOOOT /d/u / SUPT( 4.*PI*E*TT
r3 X - UF*TT + UT/SIG ýO (LOS(SIG*(T-0EL)) -CtiS(SIG*(TOW-UELi))

F2 A K*71. F3**2 /4. /E /TT
Si 2 * SuRT( E *IT I
PRINT 9032iSIG9T0vlTT,~,F~iF2,F39SI

9032 FORMAT(* CNSP'L TlUAL SIG TU'4 IT E F1 F2 F3 SI *.8G11.3)
IF 1 F2 uqT. 4o. ) GO TO 4.1
CNSPL =F1 EAPC-F2)

41 RETURN

END

FIGURE 3D-8 CNSPL (modified far sensitivity analysis).

3-85



APPENDIX 3E

SENSITIVITY COEFFICIENTS
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CHAPTER 3 -LIST OF SYMBOLS

A = cross-sectional area (cm2 )

b = half-width of the river (cm)

c = local concentration of a pollutant (g/cm3 )

C = cross-sectianal area averaged concentration (g/cm3)

d = depth of flow (cm)

eyez = turbulent diffusion _ .Fficients in y and z directions (cm2/s)yI
E(x,t) = dispersion coefficient (local value) (cm2/s)

EL longitudinal dispersion coefficient (cm2/s)

ET = dispersion toefficient for the fresh water or well-mixed region
of the estuaiy (cm2 /s)

g = acceleration due to gravity (cm/s 2 )

h = depth of flow (or average depth) (cm)

k = decay rate coefficient (1/s)

M = mass of pollutant released (g)

= rate of mass release of the pollutant (g/s)

n = Manning roughness factor 0.01< n< .04

Rh = hydraulic radius = cross-sectional flow area/wetted perimeter

(cm)

Si = ith sensitivity coefficient for the ith normal input variable

t = time (s)

tMT = time at which tank is empty and venting stops (s)

T = tidal period (s)

Tc = horizontal dispersion time (s)

Tcz = vertical dispersion time (s)

V I
Tv characteristic vertical mixing time ratio (s)

•iTt = characteristic transverse mixing time ratio (s)
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°TIM

u = instantaneous velocity (cm/s)

:u* = shear velocity : = = 3.115 n U/Rhl/6 (cm/s)

U = average velocity of cross section (cm/s)

UT = peak oscillating velocity (amplitude) (cm/s)

W = width of river (cm)

x = longitudinal coordinate (cm)

Xci = ith changed input variable

Xni= ith normal input variable

Xri = ith reference variable

y = lateral coordinate (cm)

Yn = normal output 4

Yci = ith changed output

z = depth-wise coordinate (cm)

Greek symbols:

6 = phase 'ag (to the next high-water slack) (s)

p = density of fluid (g/cm3)

Pw = density of water (g/cm3 )

Subscripts:

c = changed value of ith variable

= ith variable; i =1 to m

m = number of variables (m 16 for Mixing and Dilution Model)

n = normal value of ith variable; normal value of output

r = reference value of ith variable
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CHAPTER 4

THE FLAME GEOMETRY MODEL

INTRODUCTION

The models comprising the Flame Geometry Model are documented in
Chapter 6 of AMSHAH [1] as well as in the HACS [2] subroutines MODB1, MODEl,
MODE2, FLJET, FLMHT, and FLMAN. The purpose of these models is to predict
the size and orientation of a flame, so that subsequen models may predict
the thermal radiation hazard presented to a nearby receptor. Two types of
flames are treated: (1) a flame originating from a burning pool of flam-
mable cargo in the liquid state on the water ;urface, and (2) a flame
originating from a cargo tank from which a jet of flammable cargo is issuing
as a gas. For the pool burning flame, the geometric parameters determined
by the model are the flame height and flame tilt angle from the vertical.
For the jet burning flame, the model determines the length and diameter of
a cylinder equivalent to the conical flame.

For these models there is virtually complete agreement between the docu-
mentation in AMSHAH and the computerized subroutines in HACS. The models
rely primarily on empirically derived formulas, so there are no conse-
quential assumptions or derivations subject to question. For empirically
based models what can be questioned is whether the results of laboratory
or controlled experiments can be extrapolated to predict actual field
occurrences. For this particular set of models such extrapolation seems
reasonable. The symbols and references are listed at the end of this
0hapter.

ASSUMPTIONS AND APPROXIMATIONS

There are actually three distinct models under consideration:

1. Shape and size of a flame from a burning gas jet

2. Height of a flame from a burning liquid pool

3. Angle of pool burning flame in a wind.

The assumptions and approximations inherent in each of these models will be
considered separately. V

[1] Department of Transportation, U.S. Coast Guard, Assessment Models in
Support of the Hazard Assessment Handbook (CG-446-3), CG-D-65-74,
January 1974.

[2] Arthur D. Little, Inc., Pazard Assessment Computer System, User Manual
(HACS), Cambridge, Mass.-, uecember 1974.
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Gas Jet

The following assumptions are stated explicitly in AMSHAH for the

model describing the size and shape of a flame from a burning jet of gas:

1. The flame is turbulent.

2. The flame is shaped like a cone with a constant angle.

3. Buoyancy does not affecL the flame in any way.

4. Wind has little effect on bending the f'lame.

Some implicit assumptions include:

5. The venting hole is circular or approximately so.

6. An equivalent cylindrical flame for heat transfer calculations
can be obtained by equating the area of the cone to that of a
cylinder of identical height.

7. Data obtained from laboratory scale experiments may be extra-
polated to predict larger scale occurrences in the field.

A -,ns stated explicitly in the computer program are:

8. I.e semiangle of the conical jet is 5.4 degrees.

9. The ambient temperature is 3000K.

Vi The equation describing flame length is taken from a paper of
Hawthorne, Weddell, and Hottel [3] who obtained the equation by comparing

- - theoretical considerations with experimental data obtained for nozzle
diameters between 3.05 cm and 7.60 cm and for a variety of fuels. It
should be noted that the flame length given by equation (6.1) in AMSHAH
is independent of the flow rate; flame length independence of flow rate
does not hold if the flow in the jet is laminar. The most hazardous
spill situations will be those in which the venting rate is large; in such
cases the flow will be turbulent and the analysis will apply.

[3] Hawthorne, W. R., D. S. Weddell, and H. C. Hottel, "Mixing and com-
bustion in turbulent gas jets," pp. 266-280, in Third Symposium on
Combustion, Flame and Explosion Phenomena, William and Wilkins,
Baltimore, 1949.
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Simarily, if the flov is turbulent, then the second assumption will
also generally be valid.

The third assumption involves the effects of buoyancy upon the venting
jet of cargo vapor. For homogeneous flow problems where the jet has the same
density as the fluid into which it is flowing, the importance of gravita-
tional effects is indicated by the Froude number: c = v2/gD. This number
may be interpreted physically as the ratio of the inertial forces to gravi-
tational forces acting on the jet. If the Froude number is large, gravita-
tional effects may be ignored. When the jet consists of a fluid with a dif-
ferent density from the fluid into which the jet is flowing, the gravita-
tional effects will depend on the density difference as well. In general,
however, if the flow is large enough so that the flow is choked and the
jet is fully turbulent, then the gravitational effects will be small.

• Similarly the effect of side winds on a high flow turbulent jet will be
Snegligible; thus the fourth assumption is valid for the expected spill

• scenario.

The experiments and analyses upon which the formula for flame length
is based are for jets issuing from circular orifices. Substantial
departures from this shape of venting hole will produce flames whose
lengths are not accurately predicted by the formula. Furthermore, if
the hole shape is greatly different from circular, the issuing jet will
not be conically shapea nor will its radiation characteristics be ac-
curately represented by an equivalent cylinder. An extreme example of a
departure from a circular vent hole is a long, narrow slit. Since it
wou|d appear more likely that "punctures" rather than "cut•" would produce
tank venting, the fifth assumption, that the vent hole is nearly circular,
is probably acceptable.

Once the ratio of the length of the conical flame (L) to the diameter •!
of the hole (D) from which the jet issues is known, AMSHAH uses equation•i•

(6.3) to find De, which is the diameter of a right circular cylinder which •
has the same surface area as the truncated cone:

De= (sec •+ • sin • sec2 •) AMSHAH (6.3)

D

This equation is correct, and the derivation of it will be presented below.
The radiation from a flame does of course depend upon the shape of the

-o flame. The shape of the cone and a cylinder will not be too different if
• the cone ar•gle is small and the length is not large. For other conditions

Showever, the radiation chdracteristics of the two different shapes, as
manifested by the view factor, are significantly different. For some

• situations, then, the modeling of thermal radiation from a conical flame
Sby radiation from a cylinder will be inexact. The validity of the sixth

assumption is therefore subject to question.

S4-3
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The seventh assumption appears to be valid. For the high Reynolds
number flows expected to occur, the laboratory experiments and field
occurrences should be dynamically similar.

The eighth assumption is based on the work of Hottel [4]. Data on a
wide variety of flames with different combustion gases were correlated
by a length to width rate of 10.6; this implies a cone semiangle of 5.4
degrees. Various boundary criteria for noncombusting jets will yield
semiangles between 4 and 15 degrees. Thus this assumption is well founded.

The ninth assumption is reasonable, although 3000 K (-80'F) is some-
what high for an average ambient temperature in the expected region of
interest. A lower value of ambient temperature would yield more conser-
vative damage estimates, but not significantly so.

Flame Height

There are no assumptions stated in AMSHAH for this model. The rela-
tion describing the length of the flame, equation (6.4), is taken from
Thomas [5] who obtained it from the analysis of experimental burning of
wooden cribs in still air. The use of (6.4) implies that the following
assumptions are valid:

1. The flame from a burning pool of liquid is very similar to

the flame from a burning wooden crib.

2. The wind has a negligible effect.

3. The pool diameter does not change appreciably during the time
in which the pool is burning.

4. The burning rate of the pool is independent of whether the
pool is upon land or water, and is independent nf the pool size.

No additional assumptions, implied or stated, are incorporated in the com-
puterized version of the model.

It might not appear that flames from pools and wooden cribs would
behave similarly; however, the behavior is similar, as has been demon-
strated by correlation of data from both types of fires [5,6,7]. In
general, for large fires of both types, the burning rate is limited by
the amount of thermal radiation downward from the flame to the unburnt
fuel [8]. In the case of cryogenic fuels, however, heat transfer from

-,-T. [4] Hottel, H. C., "Burning in laminar and turbulent fuel jets," pp. 97-
113, in 4th International Symposium on Combustion, 1953.

[5] Thomas, R. H., "The size of flames from natural fires," pp. 844-859,
in 9th Symposium (International) on Combustion, Academic Press, New
York, 1963.
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the substrate beneath the pool may play a significant role in the phenom-
enology of the fire. In such a case, the two types of fires, solid and
liquid fueled, may behave differently, and the nature of the substrate
(especially whether it is solid or liquid, as discussed below) may be
significant. Although this thermal radiation causes evaporation of fuel
in the case of pool fires and pyrolysis in the case of wood fires, the
processes are grossly similar in the sense that heat is used to produce
vaporized fuel. Thus it appears that the first assumption is reasonable.

For about the same reasons, the second assumption also appears to be
acceptable. The wind could affect the combustion process in two ways,
(a) wind could increase the mixing of fuel and air, or (b) wind could in-
crease the evaporation of fuel. Neither is likely to occur. The turbulent
mixing, limiting the flame size, is generated by the combustion process it-
self. Atmospheric and wind-generated turbulence will be small compared to
flame-gene-ated turbulence, except perhaps in extreme weather conditions,
e.g., a hurricane. The vaporization of fuel is dominated by the thermal
radiation from the flame. Thus, the wind will not significantly increase
the amount of fuel in air, unlike the case for a pool not burning.

The third assumption, that the pool diameter is constant during
burning, is not a good assumption. For pools ignited at the beginning of
their spread, this dssumption will cause unrealistic answers. The burning
time will be long because of the small pool diameter for the amount of
fuel present. In that long a time, the pool will continue to spread. For
pools ignited after reaching a moderate size (at least beyond the gravity-
inertia spread regime), this assumption will not be as bad, because the
burning of the fuel will decrease the mass in the spill and thereby de-
crease the spi=ading rate.

The fourth assumption appears to be reasonable. Burning rate is a
function of pool size but approaches a limit as the pool size increases.
For the pool sizes of interest (over 1 meter), the limiting value of
burning rate will have been attained. As for differences in behavior
between pools on land or in water, differences could arise because of dif-
ferent heat transfer rates between the fuel and substrate. Heat transfer
between a pool and water will be greater than that between a pool and
solid (e.g., earth). The increased heat transfer in water could result in
a decreased flame height by dissipation of energy radiated from the flame.
Alternatively, the increased heat transfer in water might increase the
flame height by preheating cryogenic fuels such as has been noted with
LNG.

[6] Atallah, S., and D. S. Allan, "Safe separation distance from liquid
fuel fires," Fire Technol. 7(l):47-56, 1971.

[7] Welker, J. R., H. R. Wesson, and C. M. Sliepcevich, "LNG spills - to
burn or not to burn," paper presented at Distribution Conference,
Operating Section, American Gas Association, Philadelphia, May 12-15,
1969.

[8] Hertzberg, Martin, "The theory of free ambient fires. The convectively
mixed combustion of fuel reservoirs," Combust. Flame 21:195-209, 1973.
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Angle of Pool Burning Flame in a Wind

There are no assumptions stated in ?I•SHAH for this model. The model
is essentially that developed by Welker anu Sliepcevich L9] using dimen-
sional analysis. The use of a dimensional analysis implies that the fol-
lowing assumptions were made:

1. No variables other than those included in the set chosen are
significant in determining the outcome of the experiment.

2. The formula derived on the basis of flame behavior in wind tunnel
experiments is applicable to flame behavior under field conditions.

No additional assumptions, implicit or stated, are incorporated in the com-
puterized version of the model.

A danger in performing analyses based on dimensional considerations
is that all significant variables may not have been included in the analy-
sis [10]; however, in this case the agreement between data and analysis
appears to validate the choice of variables. Likewise, the reasonable
agreement between field data and the formulas based on wind tunnel data
indicates no major difference between the two settings.

ERRORS AND INCONSISTENCIES

For this set of models, the typographical, -aalytical, and coding
errors as well as the inconsistencies between CHRIS and HACS are minor.
Typographical errors are given in Appendix 4A. Since the models are pri-
marily empirical, there can be and are essentially no analytical errors.
Coding errors are minor and are primarily concerned with values of param-
eters; these errors are detailed in Appendix 4B.

ACCURACY ASSESSMENT

As before, the assumptions for each of the three models will be dis-
cussed separately.

Gas Jet

The first assumption, that the flame is turbulent, is acceptable. This
analysis assumes that the length to diameter ratio, L/D, of i flame is not
a function of jet velocity as indicated in equation (6.1) of AMSHAH. In

[9] Welker, J. R., and C. M. Sliepcevich, The Effect of Wind on Flames,
Technical Report No. 2, Contract OCD-OS-62-89, University of Oklahoma
Research Institute, Norman, Oklahoma, November 1965.

[10] Thompson, P. A., Compressible-Fluid Dynamics, ch. 3, McGraw-Hill, New
York, 1972.
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order that jet velocity not influence L/D, the jet must be fully turbulent.
The turbulence of the jet is assured if the jet Reynolds number

UDRe =

where

U is the jet velocity
D is the jet diameter
v is the kinematic viscosity of the flame

is sufficiently high. For a given gas, the jet Reynolds number is directly
proportional to jet velocity. Thus, as shown in Figure 4-1, the L/D ratio
is constant for sufficiently high jet velocities. From these data, it ap-
pears that the flame will be fully turbulent if the jet Reynolds number is
greater than lO3

It is instructive to take a specific example to examine the validity
of this assumption. Let us consider the venting tank which was discussed
in Chapter 2. There, the loss of one metric ton of LNG from a tank which
initially contained 83 metric tons is considered. For the diameter of the

- hole through which the gas is escaping equal to 50 cm, the outflow rate,
wo , and escape speed, vo, are:

W = 92,000 g/sec

W 84,750 g/sec

Vol 13,580 cm/sec

V = 12,500 cm/sec

where the subscript I refers to the initial condition and the subscript 2
to the condition after the loss of one metric ton of LNG. The Reynolds
number of this flow is on the order of l07, so the flow will be fully tur-
bulent and any resulting flame will also be turbulent. However, even near
the end of the venting when the internal tank pressure is nearly down to
ambient pressure due to the temperature drop and the flow from the vent is
laminar, the flame may still be turbulent because the combustion process
itself tends to generate turbulence. Although not directly related, in his
discussion of flames from tanks with no tops, Seeger [11] states that the
flame becomes turbulent a short distance from the bottom due to the strong
buoyant forces within the flame. And Seeger goes on to state that it may

[11] Seeger, P. G., "On the combustion and heat transfer in fires of
liquid fuels in tanks," ch. 3, p. 101, P. L. Blackshear (ed.), Heat
Transfer in Fires, Scripta Book Co., Washington, D.C., 1974.
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be assumed that the length to diameter ratio can be assumed to depend only
on the Froude number. Thus, it would appear that the jet of escaping gas
will be turbulent in itself for most of the time that gas is escaping and
that the flame itself will be turbulent even when the jet may not be. Thus,
the first assumption for a burning-jet seems to be generally valid.

The second assumption, that the flame is shaped like a cone with a
constant angle, aso appears to be quite valid. The shape of a turbulent
gas flame is not a very well defined concept. The fact that the flow is
turbulent makes it difficult to define the edge of the flame sharply.
Furthermore, the criterion for determining the edge of the jet can be based
on a variety of factors. For example, the edge could be considered to be
the locus of points where the temperature radial distance profile attains
its peak. Alternatively, the jet edge could be considered to be the locus
of points where the unburned fuel concentration is some fraction of tile
centerline concentration (say 0.1, 0.05, 0.01, etc.). Despite these limita-
tions, whatever criterion is used to define the edge of the flame, a simi-
larity principle seems to hold which indicates that the flame can, in gen-
eral, be considered to be a cone with a constant angle. For example, con-
sider the similarity profiles obtained for a hydrogen flame as shown in
Figure 4-2. The conventional theories of the turbulent flame [3; 4; 13,
ch. 7] consider the flame to be a constant angle cone, and experiment has
verified these theories. Furthermore, the theory of turbulent jets [14],
which is very pertinent since flames of this type are diffusion-limited,
supports this view. The wide acceptance of the concept is illustrated by
the following comment about direct and shadow photographs of a turbulent
flame: "The luminous boundary as well as the outer shadow outline take the
form of a small-angle inverted cone typical of a turbulent jet" [12, p. 30].
In summary, if the flame is turbulent it can be treated as a constant angle
cone.

The third assumption, that the effect of buoyancy on the flame is
negligible, is valid again for sufficiently high flow rates. In an analysis
of turbulent gas jets, it was determined that buoyancy effects could be
neglected provided the modified Froude number, Fr', is very large. By
definition,

V2 tan 8 (4-1)Fr'=
Rg

where

[13] Williams, F. A., Combustion Theory, ch. 7, Addison-Wesley Publ. Co.,
Reading, Mass., 1965.

[14] Schlichting, H., Boundary-Layer Theory, 6th ed., pp. 699-700, McGraw-
Hill, New York, 1968.
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R : nozzle radius

8 = half angle of spread of the jet

g = gravitational acceleration

V = jet velocity at tite nozzle

This equation arises from the governing equation,

d{/ - Cy, dy, (4-2)

where

C* C(l -PNPs)

and

= Y/(l -PN/Ps)'s

V tan) e •

Yb= value of y at edge of jet

C time-mean mole fraction concentration of nozzle fluid in
sample reduced to its unreacted constituents

p fluid density

and subscripts S and N refer to surrounding and nozzle fluids, respectively.

In order to obtain the equation for flame length to diameter ratio, the
right-hand side of this equation was considered negligible compared to the
left-hand side. This will be true if either:

C* 0

or

Y O 0

However, C* + 0 will occur only if

PN PS

For the fuel jets of interest here, the density of the fuel will be differ-
ent from the density of air; hence
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PN PS

Thus, the only means for assuring that the right-hand side of (4-2) may be
neglected is to require that Y' be small. Since

y= (Fr')-/5
R

; Y' will be small if Fr'is large. Performing the differentiation indicated
in equation (4-2) shows that the right-hand side may be neglected if

(4-) my,5<< 2ii - C*T (4-3)

Since C varies from zero to unity, a lower bound on the right-hand side of
•_(4-3) may be found by taking C =1I. Thus, (4-3) becomes

2y/ << (4-4)

S(1 -ON/ps) 3

-A A lower bound on the right-hand side of (4-4) is obtained by taking PN/PS
as small as possible. For a hydrogen jet in air, PN/PS .07, the re-
quirement of (4-4) may be taken to be,

Y,5 << .17

or

1 YbSF' T)<<.17 (4-5)

From published data [3], a large value for Yb/R may be taken to be 50.
Therefore, the criterion (4-5) becomes,

1 << 5.4x 1010a•- • ~Fr' _i

or

Fr' >> 1.8x 109

or
- V2 tan e

St n @ >> 1.8 x 10,
Rg

If we take 0 to be 5.4 degrees (a suitable choice as demonstrated below),
then the criterion becomes,

S4-12



\ >> V x (4-6)

This, of course, is an e'treme criterion, derived by taking limiting values.

For any given fuel and venting situation, the criterion for the ne-
glect of buoyancy will in general be less severe. For releases of cargoes
carried in marine transport, the buoyancy effects will generally be negli-
gible. The importance of buoyancy effects, if they are of consequence,
lies in the differences produced in the entrainment rate of the burning jet.

The fourth assumption *s that the effect of the wind on flame bending
may be neglected. To assess the validity of this assumption, the kinetic
energy density of the wind and the gas in the burning jet need to be com-
pared. With a wind speed of 5 m/s, the kinetic energy density of air is
306 g/(cm-s). To compute the kinetic energy density of the gas in the jet,
the density of this gas will be needed. If complete combustion is assumed,
one mole of CH4 will react with two moles of 02 to give two moles of H20
and one mole of C02 . Thus, where we originally had one mole of CH4, one
mole of 02, and about 7.5 moles of N2, the combustion products are two
moles of H2 0, one mole of C02 , and 7.5 moles of N2. (In actuality, the
flame temperatures will generally be hot enough to produce some oxides of
nitrogen, but this is ignored for this simple example.) The average molecu-
lar weight of this mixture is 27.6 and, at ambient pressure and at an aver-
age flame temperature of 900 0 C, the burned gas will have a density of
0.29 x 10- g/cml.

Taking velocity to be sonic and approximately equal to 670 m/s at
9000C, the kinetic energy per unit volume is 129x 104 g/(cm-s).
This value is about 4.2x x10 times the kinetic energy of the wind. If the
velocity of the jet is 1/4 -.he sonic velocity, the kinetic energy of the
jet would still be about 250 times the kinetic energy of the wind.

Let us now consider the bending effect when the kinetic energy of the
jet is 300 times the kinetic energy of the wind. For jet deflection,
Douglas and Neve [15] give the following equation:

tan e = Mc * CMp

where C, an empirical constant, equals 1.6.

[15] Douglas, J. F., and R. S. Neve, "Investigation into the behavior of a
jet interaction proportional amplifier," paper C3, pp. C3-29 to C3-
50, Proceedings of 2nd Cranfield Conference on Fluidics, B.H.R.A.,
Cranfield, January 1967.
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In this case,

M (pv2)Mc wind
M : (pva)jet

0 = angle of deflection

1.6
tan 0 -l = .00533

which gives: a 0.3 deg. This can be safely ignored.

The fifth assumption, that the venting hole is approximately circular,
would appear to be reasonable for most marine collisions resulting in gas
venting; however, venting through a long, narrow hole (a slit) may cause a
significant departure from the formula used to describe flame size. The
production by a maritime accident of a long, narrow slit at a high enough
level for gas venting to occur seems unlikely. Nevertheless, gas venting
though a slit is better characterized as a two-dimensional planar jet,
instead of as the circular jet contained in the present analysis.

A flame produced by a gas jet issuing from a slit will have a gross
difference in appearance from a gas jet issuing from an approximately circu-
lar hole. The two-dimension planar jet will produce a flame shaped like a
triangular prism (wedge) instead of the cone-shaped flame produced by an
almost circular hole (see Figures 4-3a and 4-3b). In addition, the spread-
ing rates of the two flames will differ. Circular jets spread much more
rapidly than two-dimensional jets. This is because in a two-dimensional
jet, momentum can be lost in only two directions; while in a circular jet,
momentum is lost "all around." The fact that circular jets spread more
rapidly than two-dimensional jets is demonstrated by the observed proper-
ties of these jets. For example, in a turbulent circular jet the center-
line velocity decay is proportional to x1 , where x is distance measured
along the jet axis; for two-dimensional jets, the centerline velocity
decays proportional to x-12 . That is, circular jets decay more rapidly.

The differences in spreading rate will cause the cone angle of the
conical flame to be less than the wedge angle of the wedge-shaped flame.
Consider the equation describing the turbulent circular jet [14, ch. 24]

U Uc 1 (47)
+(l

• n x (4-8)

U_ 3 K (4-9)
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where

K is the kinematic momentum, a measure of the strength of the
jet

_o_ = 0.0161

U is the centerline velocityc

r is the radial distance measured from the jet axis

x is distance along the jet axis

Now, from experiments on turbulent gas flames [4], the length of a flame, L,
is related to half the width of the cone base, yf, by

L 5.3 yf (4-10)
D R

where D and R are, respectively, the diameter and radius of the hole. Thus,

Yf 1
L 10.6

since D = 2R.

In the terminology of the equations describing the circular jet,
equation (4-11) becomes,

x I0. .09434 (4-12)
x 10.6

Thus, using (4-8),

= 1.4315 (4-13)

Placing this value for n into equation (4-7) yields,

U
=0.437 (4-14)

Now, let us assume that in the case of the two-dimensional flame, the
flame edge will be defined by the same velocity ratio as is given by (4-14).
Since the concentration profiles follow the same similarity laws as the
velocity profiles, this is an acceptable first approximation for comparing
the behavior of the two types of jets. The equations describing the two-
dimensional jet are
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U = Uc (I - tanh2  (4-15)

a Y= (4-16)x

Uc 2 x (4-17)

where

a = 7.67

and

y is the distance measured normal to the jet axis

Now, applying the criterion stated in equation (4-14) implies that

(1 - tanh2 •) = 0.437

or
tanh2 • : 0.563

or
tanh • = 0.75

or
0.97 (4-18)

Thus,

y : _ 0.126
x a 7.67

or

tan e = 0.126 (4-19)

Then the spread angle is given by

0: 7.20 (4-20)

instead of the 5.4' obtained for the circular jet. Thus, because the circu-
lar jet spreads more rapidly, the contour where enough air has mixed with
fuel to allow combustion is closer to the jet axis than in the case of a
two-dimensional jet. Thus, the spread angle on the cone is smaller than
that of the wedge. The gas flame will begin to show two-dimensional, rather
than circular, behavior whenever the largest dimension of the hole is about
ten times its hydraulic radius or larger.

4-17



IN
The sixth assumption, that the conical flame may be treated as an

equivalent cylinder, also appears to be reasonable. This assumption may be
considered in two parts. (1) On what basis is an equivalent cylinder ob-tained? (2) Is this equivalence valid for heat transfer purposes?

The cylinder equivalent to the conical flame is obtained by equating
the surface area of the conical flame to the surface area of a cylinder of
the same length. The fact that this is the criterion for finding an equiv-
alent cylinder is not stated in AMSHAH, so it must be verified. That this
is the manner by which the equivalent cylinder is obtained is shown in
Appendix 4C; equation (6.3) in AMSHAH is derived by equating areas of a
flame and cylinder of equal lengths. To determine the validity of the as-
sumptions, however, it is necessary to find whether this type of equivalence
is sufficient for heat transfer purposes.

As mentioned previously, data indicate [4] that for turbulent flames
the cone length is related to the base radius by,

r _ 1
L 10.6

and the resulting cone semiangle is 5.4* Let us assume

SL - 10
D

then from Appendix 4C,

De
- sec [l + tan•] (4-21)

and since 5402,
2

De
- 1.9539 (4-22)

Now let us compare view factors for the cone and an equivalent cylinder.
Consider the receptor to be a horizontal unit area located at a distance
from the axis equal to the flame length. Then, for the cylinder, the general
formulation given by Blackshear [16] is,

[16] Blackshear, Perry L. (ed.), Heat Transfer in Fires, Wiley, New York,
1974.
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and for this problem,

R =Del 2  =D 0.97695

hence,

= 1

R= 0.97695 D-0.097695

and

F12 = .1 0 (4-23)

For the cone, we have the general formulation,
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However, this formulation taken from Blackshear is evidently in error. As
an alternative, let us approximate the view factor on the basis of a small
cone angle. The base of the cone will have a radius given by,

rb D (4-24a)

For a cone semiangle of pthe radius at the top will be

Drt = +L tani
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For a semiangle of 5.*4

D +~ L
rt 2 10.6

and from above,

rt = 2 1.

D (1.44) (4-24b)

Let us compute the view factors for cylinders with height, L, and radii,
rb and rt. For the cylinder of radius, rb

R = rb =0.5 D -

X H L

hence,

= 1

R0 1 0.05
2- L1 2

Thus,

F12  [ 0.092] (4-25a)

For the cylinder of radius, rt,

R rt = 1.44 D

X H L

2 hence,

X, 1

1.4 0.144L

Thus,

F12  [10.503] (4-25b)
IT
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The view factor for the cone will be bounded by these view factors
modified to account for the inclined surface of the cone. The cone will
radiate more directly toward the receiving surface because of the incline.
The effect is approximately measured by the factor 1/cos p, where p is
the cone semiangle. Thus, we expect the cone to have a view factor between
the bounds.

(0.503) > (0.092)
cos > F1 cone cos 7

or

0.50 > F12cone 0.092 (4-26)
I F cTn

Thus, the view factor for the cone will be comparable to that of the equiva-
lent cylinder, primarily because the cone semiangle is small. The sixth
assumption, therefore, is acceptable.

The seventh assumption, that laboratory data may be extrapolated for
field use, is apparently reliable. Differences between laboratory and
field events could arise because of:

1. the presence in the laboratory of solid boundaries near the
jet, whereas such boundaries would be absent in the field

2. differences in the scale and magnitude of turbulence of the
ambient fluid into which the jet flows.

The presence of nearby boundaries will influence the spread of the jet,
its direction (the jet may bend under the influence of nearby boundaries),
and to some extent even the net flow rate of the jet. Nevertheless, the
experiments performed to obtain these relationships [3,4] seem to have been
done with sufficient care to exclude, or at the very least minimize, the
effects of boundaries that are unavoidable in the laboratory setting. The
scale and magnitude of turbulence in the laboratory will in general differ
from that in the field. Laboratory turbulence will generally be of a lower
level than in the field, and large-scale eddies will be absent. These dif-
ferences in turbulence of the ambient fluid are important in determining
the behavior of transition flames. However, for the fully turbulent flames
considered here, the turbulence generated locally by the flame itself pre-
dominates and the turbulence characteristics of the ambient fluid are un-
important. Thus, the results of the laboratory experiments may be extra-
polated for field use.

The eighth assumption, that the semiangle of the conical jet is 5.4
degrees, is a good one. Referring back to equations (4-7) through (4-9)
which describe the behavior of a turbulent jet, we can examine the cone
angles obtained for various conditions defining the jet boundary. As dis-
cussed above, one criterion for the jet boundary that can be used is that
the ratio of jet velocity to centerline velocity be fixed; i.e.,
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U = const. = A (4-27)
Uc

For each value of the constant, A, a different cone angle will be defined.
From equations (4-7), (4-9), and (4-27), we have

( _2 : A (4-28)

4

and from (4-8), we have

tan _ Bn (4-29)
x

where

0 is the jet semiangle

and

B - 0.0659 (4-30)

By choosing various values for A, different semiangles are thus obtained.
For A = 0.04, n = 4, and tan 0 = 0.264; thus, 0 = 14'46'. For A = 1/2,
.•= .828, tan 0 = 0.0546; thus, 0 = 3081. For A = 0.01, n 6, and tan e
= .3954; thus, 0 = 21034'. It is certainly expected that the flame bound-
ary be obtained for values of A between 0.01 and 0.5. The values chosen in
the program and those alluded to in AMSHAH fall within these limits. As
for the particular value of 5.40, this is obtained from laboratory data [3,
4]. Figure 4-4 shows the correlation of flame spread data with jet analy-
sis. As discussed above, the curve of flame length normalized by nozzle
diameter versus flame width normalized by nozzle radius has a slope of
approximately 5.3. This implies a cone semiangle of 5.40. As can be seen
from the figure, various gases depart somewhat from the average slope; for
example, hydrogen and acetylene flames are lower and city gas flames are
higher than the average. Nevertheless, for a wide variety of fuels, a cone
semiangle of 5.40 is a good choice.

Assumption nine, that the ambient temperature is 300 0K, is an accept-
able assumption. The absolute temperature of the air is seldom, if ever,
expected to exceed the range of 230 0 K to 3200 K (about -40°F to 120 0F).
Equation (6.1) of AMSHAH may be written in the form,

f K + T (4-31)D K, /K2 +Tno

4-23



0 , JO J, 1 --

Rtt•"MV r ' AIt

igoringr buyac.L4

A I° "' °

P tO 50 C Oy r o CA$Is
.er-.L i£ ArV L• W[T

FIGURE~5 [- Jorlto ftruetfe lm

FIGURpoin 4-4 Cormpletion of turblent stionam

ignoring buoyancy. [4]

4-24



where, in the notation of AMSHAH,

KfK,
C

K2 C

13 = C) Ma Tf
CL• Mf

C1
[I+r (

aMa

Differentiating (4-31) with respect to To gives,

1 -- K3dTL)df : K (K2 + T_ )-/T2

Then the sensitivity coefficient for To is given by,

df/f -1 (4-32)dT/T 2 (TnK 2 . + 1)K3

Since To 300'K, Tf 2100'K, C 1/2, 1 1, Ma/Mf 2, S -1/50. Thus,
changes in ambient temperature can probably be safely ignored. Neverthe-less, it would be very simplE to include ambient temperature as an input to

this model.

Thus, it has been shown that the underlying assumptions of the gas jet
model are quite reasonable.

Flame Height

With regard to the first assumption, Thomas [5] has attempted to fit
his equation, equation (6.4) of AMSHAH,

L _ 42 AMSHAH (6.4)

to the data of Yokoi [17] with some success. Atallah and Al'an [6] and
Welker, Wesson, and Sliepcevich [7] have used the Thomas correlation for
calculating L/D for flames from a variety of industrial and high-boiling-
point organic liquid fuels.

[17] Yokoi, S., Japan Ministry of Construction, Building Research Institute,
Report No. 29, 1959.

4-25



Atallah and Raj [18] have presented an alternative equation for pre-
dicting the flame size for pool burning. We have compared the results of
the equation and the data on LNG fires of May and McQueen [19] as well as
the data on gasoline of Hertzberg [8] in Appendix 4D.. The Thomas equation
predicted the results within 40%, while the deviations were up to 238%
with the equation proposed by Atallah and Raj [18]. Welker [20] found that
Thomas' correlation is adequate while correlatinq the field measurements on
LNG fires made by the University Engineers [21]. It can be seen from his
paper [20] that L/D can vary by an amount as much as 100% during the course
of burning in a given experiment. In view of the nature of the data, pre-
dictions by the Thomas equation are quite reasonable.

With regard to the second assumption, Thomas [5] has stated that the
effect of wind on the flame size is small. Over a range of 4.5 in U/(gD)1/2,
L varied by 37% in his experiments. He indicates that a small decrease in
flame length with increasing wind speed is presumably a result of better
mixing. Atallah and Raj [18] mention that increase in wind speed slightly
increases the L/D ratio. Since L/D as obtained from the Thomas equation is
quite approximate, the error introduced by neglecting the effect of the
wind on L/D ratio is not likely to worsen the situation significantly.

The third assumption is that the pool size will not change during the
burning from the pool. AMSHAH equation (6.4) could be applied for different
values of D during the burning of the pool, but when the subroutines which
are involved are examined, it is seen that D is the diameter of the pool at
the time at which the pool is ignited and that D is not changed during the
fire. Equation (6.4) may be rearranged to give

0m 0.61 (D)0695

L = 42 Pa

where m" is the burning rate.

We know that n" increases with the diameter. Therefore, increase in
diameter will increase L both because '" will increase and because D will
increase. Therefore, it would be preferable to take the change in diameter
during the course of burning into account.

[18] Atalah, S., and P. P. K. Raj, "Radiation from LNG fires," LNG Safety
Program Interim Report on Phase II Work, American Gas Association
Project IS-3-1, July 1, 1974.

[19] May, W. G., and W. McQueen, "Radiation from large natural gas fires,"
Combust. Sci. Technol. 7:51-56, 1973.

[20] "elker, J. Reed, "Radiant heating from LNG fires," LNG Safety Program
Interim Report on Phase II Work, American Gas Association Project IS-
3-1, July 1, 1974.

[21] University Engineers, Inc., Radiant Heating from LNG Fires, Report to
Battelle Columbus Laboratories, August 1973.
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K In order to calculate the increase in pool diameter accurately, either

the spreading models or mixing models would have to be rederived taking into
account the loss of mass by bu.ning. Such a reformulation is not a trivial
undertaking. Nevertheless, the errors induced by not considering the con-
tinued spread of the pool can lead to large errors, especially if the pool
is ignited before it has been allowed to spread very much.

The fourth assumption concerns the heat transfer rate to the pool of
fuel from beneath the pool. In general, the heat transfer characteristics
of common types of ground and water are quite different. The mixture of
fuel vapor and air which is combusting just above the pool surface must be
constantly replenished. The air will come from the atmosphere outside the
burning region, and the fuel vapor from the pool below the flame. The rate
of fuel vaporization will depend directly upon the heat flow into the pool,
and the bulk of this heat flow will come from the water or land upon which
the pool rests. Atallah and Raj [18] state that the heat flux is derived
from two sources for pools of LNG maintained by earthen dikes: 1) radiation
from the flame, and 2) heat conducted from the floor and sidewalls of the
impounding area. The burning rate of an LNG pool for which the sidewall
effects are small (large diameter to depth ratio) can be given as

total flame ground

Initially, the ground contribution to burning rate is large, but it drops
off roughly with square root of time because of the progressive cooling of
the ground. Atallah and Raj [18] attempted to separate the ground heat
conduction from the flame contribution. Judging from the lack of agreement
between the values of heat flux due to radiation obtained from the burning
rate data (which were, in turn, derived from depth gauge data) and the heat
flux calculated from the radiometer data, this attempt at separation was not
particularly successful.

In this experiment, the thermal conductivity of water was found to be
60,560 ergs/(cm-sec-°K) (0.35 Btu/(hr-ft-°F))and the thermal conductivity
of the soil was 13,840 ergs/(cm-sec-°K) (0.08 Btu/(hr-ft-°F)). The contri-
bution of the ground falls off with time, while this may not occur for a
pool on water since the convection currents may be set up. Further, the
specific heat of water is about five times the specific heat of most types
of rock and earth. Another source of heat may be from an exothermic reac-
tion. Burgess, Biordi, and Murphy [22] report that G. J. Boyle's prelimin-
ary interpretations of experiments in which LNG and liquid methane were
poured on water is: "The LNG and liquid methane do not derive their heat
of vaporization entirely from the water in the usual sense, but also by
forming hydrate, the exothermicity of which is available at the interface."
In view of these items, the burning rate of a pool on the water surface

[22] Burgess, D., J. Biordi, and J. Murphy, Hazards of Spillage of LNG into
Watar, p. 3, App. I, NTIS AD 754-498, September 1972.
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could be several times that of a similar pool on the ground under similar
conditions. The error induced would be the same type as that induced by
errors in measurements of burning rate.

Thus, although some errors result by departing from strict adherence

to the assumptions, the level of accuracy is assessed to be acceptable.

Flame Angle

AMSHAH gives two equations for the angle, e, that the axis of the flame
makes with the vertical:

r U ]-0.49
cos e = 0.7 j,, gD)1/3 AMSHAH (6.5)(n
tan 6I I120.7&). -.

3tne (•.•-)O7(U--.'(P--" AMSHAH (6.6)
cos "Va gD Pa

The angle, 0, is also denoted as the tilt angle. Equation (6.6) is taken
from Welker and Sliepcevich [9] and is the one used in the subroutine FLMAN.
Equation (6.5) is taken from Thomas [5].

Each equation fits best the data of the author(s) who developed the
equation, and no independent source of data with which to test these two
equations for the tilt angle was discovered. It should be mentioned that
the two equations depend on different parameters, and in some experiments
insufficient measurements are made so that only one equation of the two can
be tested against the data. The physical reasoning behind the model of
flame bending discussed by Welker and Sliepcevich appears to be specious.
The view presented is one in which the flame is subject to wind drag and
bends accordingly. Actually, the bending is caused by the relative convec-
tion rates of fluid particles by the wind and by the induced upward natural
convection in the flame. Fortunately, the validity of the dimensional
analysis is not compromised by the explanatory reasoning accompanying it.

The agreement between the formula obtained from dimensional analysis
confirms the validity of the variable set chosen. Since the variable set
used in AMSHAH equation (6.6) is larger than that of AMSHAH equation (6.5)
and since the variables used in (6.6) are fundamental rather than derived
(e.g., V" in (6.5)), equation (6.6) is preferred as stated in AMSHAH.
Thus, the first assumption is acceptable.

The effect of turbulence scale in the field as opposed to that found
in the laboratory is expected to have a minimal effect. Since the action
of the wind is primarily to convect the fluid particles in the flame, the
primary determination of bending will be the mean wind velocity; the
instantaneous wind velocity, as measured to some degree by the turbulence
level and scale, will be at best a second-order effect.

Thus, the assumptions underlying this model are acceptable, and devi- 3
ations from the assumptions in the field need not be considered.
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SENSITIVITY ANALYSIS

The sensitivity analysis for the Flame Size Model is carried out on
the same principles as discussed in earlier chapters. Various variables
and parameters are initially selected to describe the model. Normal
values and reference values (usually equal to the normal values) are
assigned to the variables and the parameters. The normal output is deter-
"mined from the computer simulation of the model, utilizing the normal
values of the variables and the parameters. The variables and the pa-
rameter are changed, one at a time, and the changed output is used to
determine the sensitivity coefficient of the changed variable or parameter.
When a second variable or parameter is being changed for a second sensi-
tivity coefficient, all the other variables and parameters are brought
back to their normal values.

The Flame Size Model is subdivided into three submodels and the
sensitivity analysis is carried out separately for each of these three
submodels. The submodels are:

1. Shape and size of flame from a burning gaseous fuel jet

2. Height of a flame from a pool of burning liquid fuel

3. Inclination from vertical (because of wind) of a flame from
a pool of burning liquid fuel

Discussion of the sensitivity coefficients for each of the submodels
is presented below.

1. Shape and size, gaseous fuel jet. The basic equations used for
this submodel are equations (6.1) and (6.2) of AMSHAH. Various variables
and parameters are selected to describe this submodel. These variables and
parameters are:

Variable: VI, diameter of jet hole

Parameters: Pi, molecular weight of fuel
P2, adiabatic flame temperature
P3, molar ratio of reactants to products of combustion
P4, stoichiometric air-fuel ratio

The normal and reference values of the variables and parameters were chosen
for the venting of gaseous methane (e.g. from , ictured LNG containers) from
a circular hole of 10.0 cm diameter; having a moiecular weight of 16.0; an
adiabatic flame temperature of 2010 0 C; with a molar ratio of 1.00 between
reactants (methane and total moles of oxygen) and the total moles of prod-
ucts of combustion (carbon dioxide, carbon monoxide, and water vapor); and
a stoichiometric air-fuel ratio of 17.2. With these normal values of the
variables and parameters, the submodel simulation predicted a normal output

4-29

L Yný



73--

for the flame length as 201 cm. The first variable is now made larger than
its absclute normal value by 5%, hence, the new diameter of the jet hole is
10.5 cm. With all the other variables and parameters at their normal
values, the computer simulation of the submodel gives a changed output of
211 cm for the flame length. Hence, the sensitivity coefficient is deter-
mined by:

(chagedoutput) - (normal output)]sensitivity coefficient [changed normal output)

(changed variable or parameter)-- (normal variable or parameter)]e (reference value of variable of parameter) J

sensitivity coefficient (for diameter of jet hole)

211 - 201 10.5 - 10.0
201 10.0

These values are shown in Figure 4-5. The sensitivity coefficients for the
other parameters are determined in a similar manner.

Along with a computer simulated prediction for the flame length from
a burning gaseous fuel jet, another computer simulated prediction is also
made for the diameter of the base of the conical shaped flame, based on
empirical relations between the diameter of the conical base and the length
of the flame from a burning gaseous jet. The sensitivity coefficients for
the flame diame:.'r are based on the same variables and parameters and are
shown in Figure 4-6.

The physical significance of the sensitivity coefficients for this
submodel is discussed in the following:

The sensitivity coefficient, as predicted by the computer simulation,
for the diameter of the hole is 1.000. This implies that the length of the
flame from a burning jet is sensitive to the diameter f the hole from
which the gas is venting. This is also evident from 4uation (6.1) of
AMSHAH, wherein the length of the flame is directly p.oportional to the
diameter of the venting hole. The molecular weight of the gaseous fuel af-
fects the flame length in a complex manner, thereby giving a moderate sensi-
tivity of 0.425. The "heavier" gases of higher molecular weight would give
longer flame lengths, probably because the rate of diffusion (required for
combustion) is slightly slower and the gases would travel further before
combustion is completed. This may only apply for fuels of molecular
weights near the normal value used in the simulation (the highest value
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used by Hottel [4] to verify the model appears to be a molecular weight of
26). In reality, the increase in the flame length with increase in molecu-
lar weight of gaseous fuel may have a iimit and any further increase of the
molecular weight may not increase the flame length. The next parameter is
the adiabatic flame temperature of the flame. This parameter has moderate
sensitivity of 0.414, slightly less than the molecular weight. In the
analytical expression in AMSHAH, the flame length is proportional to the
square root of the absolute adiabatic flame temperature (in degrees Kelvin),
and hence, the sensitivity of about a half seems to be correct. The varia-
tion of the sensitivity from one half is because the normal value of the
parameter for the adiabatic flame temperature is in degrees Centigrade and U
the analytic expression uses the temperature in degrees Kelvin. The next
parameter, molar ratij of reactants to products of combustion, has a moder-
ate negative sensitivity of -0.458. This negative sensitivity of about
one-half is also evident from the analytical expression, where the flame
length is inversely dependent on the square root of the molar ratio of
reactants to products of combustion. The last parameter in this submodel
is the stoichmetric air-fuel ratio. The flame length is sensitive to q,
the air-fueld ratio (sensitivity coefficient of 0.879). The relationship
is very complex and can be seen from two equations in AMSHAH, equations
(6.1) and (6.2). Increasing the air-fuel ratio by changing the fuel A
would increase the length of the flame.

The second part of the sensitivity analysis for this submodel was
for the diameter of the base of the conical flame. As mentioned earlier,
the diameter is obtained from empirical correlations with flame length.
The ratio of the flame diameter to the flame length has been determined
empirically as 1.0: 10.6. The simulztion for the diameter of the conical
base of the flame uses the same model as that for the length of the flame, r
with the additional empirical relation. The variables and the parameters
selected are the same as before, and the normal and reference values are
also the same. The sensitivity coefficients, determined in the standard A-
manner, are shown in Figure 4-6. It can be seen that the sensitivity 3-
coefficients for the flame diameter are close to those of the flame
length. The physical reasoning is the same as indicated earlier.

2. Flame height, pool burning. The submodel for the flame height
prediction is based on the correlations of Thomas [5], equation (6.4)
of AMSHAH and the variables and parameters required for the model are:

Variable: V1, pool diameter for the burning liquid fuel M

Parameters: P1, density of liquid fuel
P2, burning rate

The computed sensitivity coefficients are given in Figure 4-7. The wind ii
velocity was found not to change the height of the flame.
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The normal and reference values of these variables and parameters
were chosen for the pool burning in a circular pool of 183 cm aiameter.
The fuel was liquefied natural gas of liquid density 0.415 g/cm3 and
burning at the rate of 0.00208 cm/s. These normal and reference values
of the variables and parameters gave a normal output for flame height
as 157 cm. From the computer simulation, it can be seen that the pool
diameter, density of the liquid fuel and the burning rate have moderate
sensitivities on the height of the flame. The values of the sensitivity
coefficients are close to the expected values from the relationship given
in AMSHAH. The pool diameter hasslightly more sensitivity to the flame\-K
height when compared to the two parameters.

3. Flame inclination, pool burning. The submodel for the flame
"inclination is based on the correlations of Welker and Sliepcevich [9],
equation (6.6) of AMSHAH, and the variables and parameters required for
the model are:

Variables: Vl, pool diameter for the burning liquid fuel
V2, wind velocity

Parameters: Pl, molecular weight of fuel
P2, temperature of fuel vapor

The computed sensitivity coefficients are given in Figure 4-8.

The normal and reference values of these variables and parameters were
chosen for the pool burning in an experimental circular pool of 10 cm
diameter with a wind velocity of 4 cm/s. The molecular weight of the
liquefied natural gas was 17.0 and the temperature of the vapor just above
the pool was -1600C. The correlations of this small experimental fire are
also applicable to large fires because the correlation was derived in
terms of nondimensional constants, using dimensional analysis. The normal
output for the flame inclination from the vertical was obtained from the
predictions of the computer simulation. This predicted flame inclination
was 0.0223 radians (= 1051'). The values of the sensitivity coefficients
give moderate to high sensitivities for the variables and the parameters.
The pool diameter is related in a complex manner to the flame inclination,
and the relationship is an inverse relationship. This implies that in-
creasing the pool diameter would decrease the flame angle from the vertical
and hence the moderately negative sensitivity coefficient of -0.699. The
flame inclination is very sensitive to the wind velocity (sensitivity co-
efficient, 1.696). This can be seen from the analytical expression where
there is a strong dependence of the flame angle on the equivalent Reynolds
number of the wind. The parameter of the molecular weight has a moderate
negative sensitivity coefficient (-0.577) and the parameter of temperature
of vapor also has a moderate sensitivity coefficient (0.837). The values
of the sensitivity coefficients for all of these submodels are close to the
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values that can be expected for the normal values of the variables and
parameters. A different set of normal values would change the sensitivities,
but the changes would not be large.

SUMMARY AND RECOMMENDATIONS

In summary, the Flame Geometry Models are quite acceptable. Most
departures from conditions specified by the underlying assumptions need not
be considered important. The Flame Height Model for pool burning could be
improved somewhat by considering (1) continued spreading or mixing while
burning takes place, and (2) the differences 'in behavior of pool fires on
water as compared to pool fires on land. In any event, these models are
among the best reviewed.

A
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I
APPENDIX 4A

TYPOGRAPHICAL ERRORS

Page 64 - Equation (6.1) is incorrect:

Kf [+( MaT] 1/2

D C + (-C Mf a'ToI

The equation given by Hawthorne, Weddell and Hottel [3], is

SKfi ra Tfl1/2D C C + (1-C) Ma I-

Page 67 - The bottom line should be

ii
Pa gV : 1.3 * 9 * 10 : 12.869 kg/m's

Page 68 - The second line from the top should be

L 42 .0708 3 - J. 6
42 1.76"D: 12.869_] :17

The brackets have been omitted in the text.

Page 70 - Theeighth line from the top contains Equation (4.6); this
should be Equation (6.6).
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APPENDIX 4B

CODING ERRORS

EXPRESSION FOR EQUIVALENT DIAMETER FLJET

An equivalent form of equation 6.3 in AMSHAH is programmed in HACS
"subroutine FLJET by assuming the semiangle of the jet to be 5.4 degrees.
For that semian:.,e the exact expression for equivalent diameter should
read:

DE = HOLED * 1.00446 + XLEN/IO.53

The corresponding equation in the delivered version of FLJET is:

DE HOLED + XLEN/IO.6

The expression as programmed will give consistently lower values for the
equivalent diameter than would be obtained with the exact expression;
however, the differences are negligible (less than one per cent).

VALUE FOR FUEL DENSITY ON FLMAN

The subroutine FLMAN calculates the flame angle of a burning pool
using the formulation of Welker and Sliepcevich. In their model the
quantity, pg, is the density of the fuel vapor at the boiling point of
the fuel. Although this point is not stated in the clearest way in the
original [9] or subsequent [,20] papers, a telephone conversation with
Dr. Welker's associates confirmed that this is indeed the case, MODE2
acquires the data necessary to call FLW,1. It contains the following
two statements.

CALL FRCL (1003, TB, IS, IR)
IF (TB.GT.15.) CALL FRCL (2004, TB, IS, IR)

Thus if the boiling point of the fuel is greater than 15'C, the program
replaces the boiling temperature (1003 in the state file) by the cargo
temperature (2004 in the state file). For some conditions this could
lead to an errcr in flame angle by as much as 50 or 60. For slightly
tilted flames such deviations are significant. Obviously the error
becomes more serious for substances with higher boiling points.

ADIABATIC FLAME TEMPERATURE IN FLJET

There appears to be an error in the value used for adiabatic flame
temperature as required by Hottel's model of flame size. Hottel [4]
clearly states that the flame temperature required is "the theoretical
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flame temperature of stoichiometric mixtures." The values appearing in
the properties files, used in subroutine FLJET, appear to be experimental
values, which are generally 100%C to 3000 C less than the theoretical
values called for. For example for LNG the properties file contains
ADFLM = 1875, while the theoretical adiabatic flame temperature for
methane is 2012%C (experimental is 1885°C).
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APPENDIX 4C

DERIVATION OF EQUIVALENT CYLINDER

The derivation of AMSHAH equation (6.3) is given below.

(-D

H

flame I

K r r

Surface area of the total cone = 7fr/r 2 + H2

2TrrH [2-•]1/a

= wrH [l + tan2, / r•rH sec-
2 2•(

e D o
Surface area of the flame = nrH sec -r(y) z sec (4C-1)

Now, from geometric similarity,

r -L+

D/2 91
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and

D/_2 tan 0/2

which implies that

= (D/2)Cot e/2

This gives

r L +(D/2)Cot 0/2
D/2 (D/2)Cot 0/2

or

r L +(D/2)Cot 0/2 (4C-2)
r Cot 8/2

Also,

H = L + . = L + D/2 Cot 0/2 (4C-3)

Thus, substituting (4C-2) and (4C-3) into (4C-1) gives

Surface area of flame = n sec e/2 [(L +(D/2)Cot 0/2)

(L tan e/2 + D/2) - D/2 D/2 Cot 0/2]

(4C -4)

This is to be equated to the surface area of an equivalent cylinder. We
have,

Surface area of cylinder = 7 De L (4C-5)

where D is the diameter of the equivalent cylinder. Equating the right-
hand sides of (4C-4) and (4C-5) gives:

= sec 0/2 [(I/D + 1/2L Cot 0/2) (L tan 0/2 + D/2)
D

- D/2 - 1/2L Cot 0/2]

= sec 0/2 [L/D tan 0/2 + 1/2 + 1/2 + D/4L Cot 0/2

- D/4L Cot 0/2]

"= sec 0/2 [1 + L/D tan 0/2] (4C-6)
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UK orD

De

D - [sec 0/2 + L/D sin e/2 sec2 6/2] (4C-7)

which is AMSHAH equation (6.3).

This indicates that an equivalent diameter of the cylinder is calculated
by equating the surface area of the cylinder (with the height equal to the
height of cone) and that of the cone.
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APPENDIX 4D

COMPARISON OF THE FLAME HEIGHT MODEL TO FIELD DATA

The following discussion pertains to pool burning. The measurements
of May and McQueen [19], as given in their Table V, along with L/D ratios
calculated with AMSHAH equation (6.4) are tabulated below. The calcula-
tions for one observation (burning rate, 16,300 BBL/D) are also given. The
measurements were made on LNG fires.

Burning rate, Height, ft Length, ft (Le % Deviation
BBL/D (L)exp (D)exp (Dexp D cal

16,300 80 70 1.1428 0.917675 19.7

19,000 79 79 1.000 0.83795 16.2

40,000 88 92 0.9565 1.046 9.35

% Deviation = ABS [((L/D)exp - (L/D)cal) x 100], where ABS means the

exp absolute value

The percent deviations go up to about 20%. May and McQueen have
stated that the values of L and D actually varied somewhat above and below
the values listed by them. No quantitative estimate of this variation in
flame size is given by them.

The measurements of May and McQueen [19] were also correlated by the
equations (G-7) or (G-8) (whichever was applicable) of Atallah and Raj [18].
The equations are:

L m 0, .19 U O0- ( f--0.19 U° for U* > 1 (G-7)
D ~PAD~

L 0 I " - .1 9
L- p g -. 19for U* 4 1 (G-8)

where
U* = U/Uc and

U = wind velocity

Uc = characteristic velocity = [7-gD]
D = diameter of dike

m" burning rate in mass units

4-47



BE

The results of applying these equations are tabulated below:

Wind Burning Height, Length, (LD
mph rate, BBL/D ft, (L)exp ft, (D)exp exp (LIDcai Deviation

9 16,300 80 70 1.1428 3.29 187

5 19,000 79 79 1.000 3.385 238.5

12 40,000 88 92 0.9565 3.212 235.8

Obviously, Thomas' correlation yields better results.

The following data about the pool burning of gasoline have been taken
from Hertzberg [8]. The flame sizes are given in his Table 2, while the
burning rates have been read from his Figure 3. It is not possible to read
L/D values corresponding to the por' diameter of 1 cm x 300 cm. L/D has
been calculated using Thomas' equation.

Burning Pool Flame 1
rate diameter height, cm %

cm/min cm (L)exp (L/D)exp (L/D)cal Deviation
(D)exp

1 13

.15 10 50 5 3.192 36

.25 30 97.5 3.25 3.108 4.3

.42 100 210 2.10 2.95 40.4

300 520

The results that are given below use the same observed data as above,
but the values of (L/D)cal '.ave been obtained with the equation taken from
Atallah and Raj.
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Burning Pool Fl ame I
rate, didmeter, height, cm %

cm/min cm Deviation
(D)exp (L)exp (L/D)exp (L/D)cal

1 13

.15 10 50 5 2.23 55.4

.25 30 97.5 3.25 2.25 30.8

.42 100 210 2.10 3.40 61.9

300 520

Once again, the better fit provided by Thomas' equation is verified.
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CHAPTER 4 - LIST OF SYMBOLS

U
A T
B = defined by equation (4-30)

C __
C = +r(

C time-mean model concentration of nozzle fluid in sample reduced

to its unreacted constituents; empirical constant

C* = C (1-Pn/ S
C ln/0s)

d port diameter (cm)

D = jet diameter (cm)

De equivalent diameter of right cylindrical flame envelope (cm)

f = L/D

Fr Froude number

g = gravitational acceleration (cm/s 2 )

K = kinematic momentum (cm4 /s 2 )

Kf

K

K C
2

K3  ( (K)3 Mf

Kf = factor depending on Froude number

2 : = axial length along cone (cm)

L length of conical flame; length of equivalent cylindrical flame
(cm)

burning rate (g/s cm2 )
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Ma = molecular weight of air (amu)

Mc = (pv 2)wind (glcm s2)

Mf = molecular weight of fuel (amu)

Mp = (Pv2)jet (g/cm S2)

r = radial distance measured from jet axis (cm)

R = nozzle radius (cm)

Re = Reynolds number

S = sensitivity coefficient

Tf = adiabatic flame temperature (OK)

To = ambient air temperature (°K)

U = jet velocity; defined in equation (4-7); wind velocity (cm/s)

Uc = centerline velocity (cm/s)

Uo = gas velocity (cm/s)

U* - U/Uc

vo = escape speed (cm/s)

V = jet velocity at the nozzle (cm/s)

wo = rate of outflow (g/s)

x = distance along jet axis (cm)

y = distance measured normal to jet axis (cm)

Yb = value of y at edge of jet (cm)

yf = half-width of cone base (cm)

Y vzaRg A)/ b

2/5

v Y/(lPn/Ps)2/5
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Greek symbols:

= stoichiometric ratio of moles of reactants to moles of products

Eo 0.0161 K (cm2/s)

I = half angle of conical flame envelope (degrees)

v : kinematic viscosity of the flame (cm2/s)

x

p : fluid density (g/cm3 )

Pa = density of air (g/cm3 )

: = 7.67

Subscripts:

S = surrounding fluid

N = nozzle fluid
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CHAPTER 5

THERMAL RADIATION FROM FLAMES MODEL

INTRODUCTION

The Thermal Radiation from Flames Model is designed to compute the
total direct thermal radiation flux from a burning cargo to any exposed
area which is near the fire. This model corresponds to the documentation
in Chapter 7, Thermal Radiation from Flames, of the Assessment Models in
Support of the Hazard Assessment Handbook (AMSHAH) [1]. The corresponding
computer code in the Hazard Assessment Computer System (HACS) [2] is under
the executive subroutine MODB2 which utilizes the following computational
subroutine: JHHRF.

The factors influencing the total direct thermal radiation flux from a
cargo fire to an adjacent area are the type and quantity of the cargo, the
total flame area and height, the wind velocity, the atmospheric conditions
at the site of the fire, and the orientation and distance of the area di-
rectly exposed to the flame. A fundamental assumption in modeling the flame
is to treat the flame as a cylindrical inclined radiator of uniform tempera-
ture. The model will compute the total direct thermal radiation flux of
fires for particular types of cargo by using estimated values of individual
fire emission coefficients. Engineering estimates of flame temperatures are
also utilized by the model along with the outputs of other models which give
flame length, diameter and inclincation and the view Factor between the
radiator and the receptor. The atmospheric conditions at the site of the
fire, in terms of the surrounding air temperature and relative humidity of
water vapor, are used to determine the transmissivity of the intervening
space between the fire and the exposed area. The symbols and references
are listed at the end of this chapter.

A major problem encountered while trying to use the computer codes in
HACS for the models developed in AMSHAH was that the methods developed in
AMSHAH for the determination of flame emissivity and atmospheric transmis-
sivity were not the same as those coded in HACS. The values utilized in
HACS were oversimplifications, using a constant value equal to unity when,
in reality, the flame emissivity and atmospheric transmissivity are vari-
able quantities dependent on the flame and atmospheric characteristics.

ASSUMPTIONS AND APPROXIMATIONS

Various assumptions and approximations, both explicit and implicit,
have been made in the modeling and calculations of the Thermal Radiation

[l] Depdrtment of Transportation, U.S. Coast Guard, Assessment Models in
Support of the Hazard Assessment Handbook (CG-446-3), CG-D-65-74,
January 1974.

[2] Arthur D. Little, Inc., Hazard Assessment Computer System, User Manual

(HACS), Cambridge, Mass., December 1974.
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from Flames Model developed in AMSHAH and in HACS.I The assumptions in AMSHAH are:

V 1. The shape of the flame is cylindrical.

2. The flame is at a uniform temperature. I
3. The burning rate of the flame is constant over the total duration

of the fire.

4. The radiation processes are invariant.

5. Flame shape, temperature, burning rate, radiant thermal flux,
emissivity, and atmospheric transmissivity are invariant for the
duration of the burn.

6. The radiant heating of the receptor is only due to the direct
radiation from the flame and radiant heating by reflections is
negligible.

Additional implicit assumptions in HACS are:

7. The emissivity of the flame is at its maximum attainable value
of unity.

8. The transmissivity of the intervening atmosphere is at its maxi-
mum attainable value of unity.

9. The incident radiant flux and not the absorbed heat flux is
calculated.

10. The amount or solar thermal energy flux on the receptor is con-
stant at 30G Btu hr-' ft-2

In the following a brief discussion of the implications and physical
realism of these assumptions is presented.

1 Cylindrical Flame Shape Assumption. The shape of the flame is
dependent on the source of the flame, the turbulence within the flame, the
wind velocity, the type of fuel, the products of combustion, and the rate
of fuel consumed. When the flame is due to an expanding jet of fuel from
a hole, the shape of the flame is approximately conical with the vertex
at the source. The conical shaped flame is approximated to an equivalent
cylindrical shaped flame - in terms of the radiating surface area - of the
same length as the cone but of an equivalent diameter. The equivalent
diameter is computed on the basis of the derivation in the appendix of
Chapter 4 of this report. When the flame is due to a spill and when there
is a pool of burning fuel, the shape of the flame is dependent on the shape
of the spill.. A cylindrical shape is assumed for fires whose dimensions
are "reasonably regular," i.e. if the ratio of the longest dimension along
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a straight side of the fire is not more than about four times the shortest
side. The equivalent diameter of these fires is the hydraulic diameter which
is

Hydraulic Diameter = 4 x (area of base of fire)
perimeter of base of fire

Flames that are not "reasonably regular" are not analyzed in AMSHAH.

The assun;'tion of a cylindrical flame shape has additional implicit
assumptions. G6ne of these is that the view factor between the actual flame
and the receptor is the same as the view factor between the equivalent
cylindrical flame and the receptor, for any angle of inclination of the
flame and for any distance of the receptor from the flame. In reality the
view factor between two surfaces is dependent on the true shape of the
radiator, different shapes of the radiators having different characteris-
tic curves for view factors versus distance of receptor from radiator. The
assumption of the equivalent cylinder would give the same view factor at a
particular distance - when the view factor characteristics of the true flame
and the equivalent cylindrical flame are matched - but the equivalent cylin-
der approach would change the characteristic curve of the actual flame to
that of a cylindrical flame. It is to be noted that at distances far away
from the flame, the asymptotic behavior of most flame shapes for the view
factor versus distance of receptor from radiator would be identical for
equal total projected surface areas.

2. Unifo:'i- Flame Temperature Assumption. Throughout the extent of
the flame, the -iperature is not constant and large temperature gradients
exist both rad, y and vertically within a flame. When modeling the flame
in AMSHAH, a constant flame temperature has been used and the variations in
the temperature are neglected. For large fires, this assumption of constant
flame temperature can approximate reality quite closely.

3. Constant Burning Rate Assumption. The fuel burning rate of liquid
fuel had been measured experimentally L31 for fuel in soil dikes with heat
transfer to the fuel from the ground and from the flame. The experiments
had indicated a fairly constant fuel regression rate over a large portion
of the total burning time (Figure 5-1). The data during the period of con-
stant regression rate were further analyzed and the regression rates were
plotted against the average wind speed. No significant effect of wind speed
on the burning rate was determined (Figure 5-2). In experiments conducted

[3] American Gas Association, LNG Safety Program, Interim Report on
Phase II Work, Project IS-3-1, July 1974.
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separately, Burgess et al. [4, 5] had also come to the conclusion that there
was not significant correlation between the wind speed and the regression
rate of the fuel. From these experimental results, the constant burning
rete assumption in AMSHAH appears to be valid.

4. Temporal Invariance of Radiation Processes Assumption. The thermal
radiation flux from the flame is constantly changing with time, being depen-
dent on the type of fuel, the amount of mixing and turbulence, the gustiness
of the winds, and the particular distillation fraction being burnt. The
model in AMSHAH for the total thermal radiation flux does not consider these
variables and it computes a constant value for the flux when a flame of a par-
ticular temperature, size,and inclination to the vertical are specified.

5. Temporal Invariance of Flame Shape, Temperature, etc. The shape
of the flame is constantly changing with time because the shape is depen-
dent, at any location, on changing quantities such as the fuel-air mixture
variations, the wind gustiness, the turbuilence, the shape of the spill, etc.
While modeling the flame shape, AMSHAH utilizes an equivalent flame shape
which would be of constant shape, when the spill shape and the wind velocity
are known.

6. Negligible Reflections Assumptions. The model developed in AMSHAH
considers only direct heating of the receptor from the radiations of the
flame. The receptor could also receive thermal radiation from large neigh-
boring objects which might be heated directly by the flame and may there-
fore reradiate thermal energy. The amount of indirect thermal radiation
flux received by the receptor would depend to a large extent on the sur-
roundings of the fire and the receptor. For flat terrain and especially
for fires over water, this component of radiant thermal flux would appear
to be negligible.

7. Unit Emissivity Assumption. AMSHAH models the emissivity by
utilizing K, the emission coefficient, and the thickness dimension of the
flame. This formulation is based on the work done by Love [6] on laminar
diffusion flames utilizing the gradient of monochromatic radiation intensity

[4] Burgess, D., and M. G. Zabetakis, Fire and Explosion Hazards Associ-
ated with Liquefied Natural Gas, Bureau of Mines, U.S. Department of
the Interior, RI 6099, 1962.

[5] Burgess, D., and M. Hertzberg, "Radiation from pool flames," pp. 413-
430, in N. H. Afgan and J. M. Beer (eds.), Heat Transfer in Flames,
John Wiley & Sons, New York, 1974.

[6] Love, T. J., Radiative Heat Transfer, Merrill Publishing Co., Columbus,
Ohio, 1968.
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at a point with respect to the length of travel within the flame, and the
ratio of JX, the monochromatic Volumetric emission coefficient to A,, the
monochromatic extinction coefficient at a particular wave length, X. These
coefficients are dependent on the fuel composition which is burning at that
particular time. The fuel composition for liquid fuels changes as burning
continues because different fractions of the fuel burn at different rates
and hence are consumed at various rates thereby continuously changing the
composition of the fuel. The overall expression for K is dependent on the
flame shape and the monochromatic flux radiated over all wave lengths and
the ratio of J), to B3,. The last ratio is assumed constant for all sizes of
flames of any particular fuel in AMSHAH and this gives the constant value
for K for a particular type of fuel. In the actual computer code for the
flame emissivity the value of unity is assigned to the emissivity of all
flames, unity being the maximum value that the emissivity can attain; hence
computed heat flames from the flame are expected to be higher than what
would be expected from experimental measurements of the heat fluxes.

8. Unit Transmissivity Assumption. The thermal radiation flux from
the flame is partially attenuated before reaching the receptor by absorp-
tion and scattering along the intervening path by water vapor, carbon
dioxide, dust,and aerosol particles. This reduction of the thermal radia-
tion flux is expressed by the transmissivity of the intervening medium.
In AMSHAH only the attenuation due to water vapor is considered. An aver-
age transmissivity coefficient was developed by utilizing the transmissivi-
ty and emissive power of the source at wave numbers from zero to infinity.
This value of the transmissivity depends on the partial pressure of water
vapor, the line intensity of the radiant Flux, the line attenuation coeffi-
cient, the separation distance of the spectral lines, and the line half-

-- width at wave number w. The values of the above parameters are nearly con-
stant for particular environmental conditions and these are assumed not to
change when the flame is burning. HACS uses the maximum possible value of
the transmissivity, unity, in the computer coding of the subroutine. rhis
maximum value for the transmissivity would give a higher simulated value
of the thermal radiant flux received by the receptor, when compared with
what would be expected with correct values of transmissivities.

9. Incident Radiation Flux Assumption. The absorptivity of a sur-
face is the fraction of the incident radiation absorbed by the receptor
and this ratio is dependent on the surface characteristics of the recep-
tor. The model developed in AMSHAH utilizes the absorptivity of the
receptor and uses it with its maximum possible value of unity. Hence the
simulation in AMSHAH would give a higher absorbed radiant thermal flux
than what would be measured. It should be noted that in the computer
coding of HACS,the Incident Thermal Radiant Flux, is computed and not the
Absorbed Thermal Radiant Flux; hence HACS does not use absorptivity in
its computations.
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10. Constant Solar Heating Assumption. The solar thermal energy flux
on any receptor is dependent on the orientation of the receptor with respect
to the sun, the time of the day, the day of the year, the location of the
receptor on earth (latitude) and the environment at the time of the fire.
The effects of solar radiation on the model in AMSHAHare not considered.
HACS adds 300 Btu hr- 1 ft- 2 to the total thermal radiation flux received
by the receptor to account for solar radiation. The solar constant is
442 Btu hr-1 ft 2 , this being the rate at which solar energy impingesupon
a surface of unit area placed normal to the sun at the outer fringes of
the earth's atmosphere. The value of 300 Btu hr-' ft- 2 for the solar
radiation is reasonable as this is the solar radiation that would be ex-
pected on the latitudes of most of North America on clear summer days.

ERRORS AND INCONSISTENCIES

Differences Between AMSHAH and HACS

There are many differences in the documentation of the models pre-
sented in AMSHAH and the computer code of HACS. Models which were developed
at length in the documentation of AMSHAH for computing the variable values
of parameters are not computer coded in HACS. Instead HACS generates in-
ternal constant values - in one computer statement - for the variable
valued parameters. These parameters are the flame emissivity and the
transmissivity of the intervening medium. In one of the models - for the
transmittance of the environment - the method discussed at length in the
text is different from the method outlined in the flow chart accompanying
the description.

The follow;ng are specific methods developed in AMSHAH. The emis-
sivity of the flames from a burning cargo is computed by utilizing the
flame emission coefficient for the particular cargo and the characteristic
flame diameter, assuming the flame to be cylindrical in shape. This model
is developed in the documentation of AMSHAH where the equation for the
emissivity is:

E: f - exp [-KD]

where

Ef = flame emissivity
K = attenuation coefficient
D = diameter of flame

The analysis shown above for determining the flame emissivity, which
is documented in AMSHAH, is not utilized in the computer coding (subroutine
JHHRF) of HACS. HACS just has one computer statement stating that the
flame emissivity is unity. The implication of making the flame emissivity
a constant at unity would be to make the flame emissivity independent of
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the attenuation of the thermal radiant flux within the flame and also in-
dependent of the flame diameter.

The transmissivity of the intervening space between the flame and the
receptor is dependent on the attenuation of the thermal heat flux by absorp-
tion and scattering by water vapor, carbon dioxide and dust particles.
Only the attenuation caused by water vapor is considered in AMSHAH. The
model developed in AMSHAH determines the transmissivity,Tm, of water vapor
for a thermal radiation of wave numberw, from the mean integrated line
intensity s.; the mean distance of separation of spectral lines of wave
number w, dw; the mean line half width at wave number w, b.; the integral U
of partial pressure of water vapor along the length of travel between the
flame and receptor; and the attenuation coefficient for a single line cen-
tered at co, Kw. This relationship is given in AMSHAH for the transmissivity
for a radiation of wave number w by the following equation:

L 
5LA)SU

"e /1 + (sw) U

The model in AMSHAH uses rw and the emission power Ew of the source at
wave number w to determine an average transmittance Tavg given by:

rT EC1 dwT = •

avg f• EC dw

where

)3/ [e (C2fLA3 ]
C, = First Planck constant = 3.7418 x 10-l' w/m

C2 = Second Planck constant : 1.4388 x lO-m°K

Tf = Flame temperature, °K

It should be noted that the average transmittance as developed in the AMSHAH
model utilizes an integration of the expression for wave number variation
from zero to infinity.

Unfortunately the method in HACS (subroutine JHHRF) does not use the
elaborate model developed in AMSHAH. The transmissivity is made equal to
unity by a statement in the computer program.
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AMSHAH also has a flow chart for determining the water vapor trans-
missivity in which a completely different method is developed, using the
partial pressure of water vapor, the temperature of the flame, the atmos-
pheric temperature, and the absorptivity - obtained from Lagrangian inter-
polation from a water vapor absorption table. This flow chart in AMSHAH
is not documented in the text of AMSHAH and is not used in the computer
coding for the transmissivity. The procedure for calculations of the water
vapor transmissivity as indicated in the flow chart is first to calculate
the water vapor partial pressure with the distance from the flame to
the receptor X, to obtain the product Y. The value of Y is then utilized
in a table lookup (using Lagrangian in* olation) to determine the stan-
dardabsorptivity a'. Then the actual absorptivity, a, is calculated by [7]

0. 45

where

Ta = air (ambient) temperature, absolute
Ts = flame (source) temperature, absolute

The transmissivity -r, is given by:

S-a

In the computer coding of HACS, the effect of solar heating has been
incorporated at a constant value of 300 Btu hr-' ft-2. This has not been
documented in the text of AMSHAH.

The Thermal Radiation from Flames Model computes the radiant heat
flux from a flame to the surface of a receptor. Not all the radiant energy
on a surface is absorbed by the receptor as some of the energy is reflect~d
or scattered. The model developed in AMSHAH does take into account the
effect of the absorptivity of the receptor but no mention is made in the
computer coding in HACS of the absorptivity of the receptor. Hence the
model developed in AMSHAH would compute the total radiant heat transfer to
the receptor, whereas the computer coding of HACS would compute only the
total radiated heat flux incident on the receptor. This omission of the
absorptivity in determining the total radiant thermal flux absorbed by a
receptor does not affect the damage criteria because the damage criteria
arebased on the incident flux on a receptor and not the absorbed flux of
the receptor. If the absorbed thermal flux is to bE determined by HACS,

[7] Hottel, H. C., and A. F. Sarofim, Radiative Transfer, p, 231, McGraw-
Hill, New York, 1967.
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the absorptivities of various types of receptors can be incorporated in the

computer coding in HACS and the absorbed thermal flux can then be computed.

aI Coding Errors

Our review did not uncover any coding errors in thp subroutine JHHRF,

which is used to compute the thermal radiation from flames.

Typographical Errors

Typographical errors are listed in Appendix 5A.

Error in Analysis Model for AMSHAH

The transmissivity of water vapor is determined by two methods in
AMSHAH. The method depicted in the flow chart on page 78 of AMSHAH, seems
to be in error.

The method in the flow chart first calculates the partial pressure
of water vapor, PH.n. This partial pressure is then multiplied by the dis-
tance of thermal racfiation travel in the gas medium, during which the
thermal radiation is attenuated to give the product Y, where Y = X • PHo. N

Then the modified absorptivity, a', is obtained by Lagrangian interpo ation
Sfrom the Water Vapor Absorption Table for the Y value calculated above.

This absorptivity is further modified to obtain the true absorptivity a
of the medium by water vapor, by utilizing the ratio of the temperature
of the atmosphere T and the temperature of the source Ts. The relation
given in the flow chart of AMSHAH is:

a' (5-1)

Finally the transmissivity T of the medium is calculated by:
T :1-a (5-2)

The method developed in [6] is different from the method in AMSHAH.
The main difference is that the relationship given in (5-1) is not between
absorptivities but is the relation for converting the gas emissivity E
into the gas absorptivity a. The equation (5-1) should have read:

[La =:T (5-3)

Another difference is that the emissivity e should be determined from
the temperature of the source, Ts, and from the product [PHOX(Ts/Ta)].
The product Y of AMSHAH is different from the product shown-above.
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ACCURACY ASSESSMENT

The accuracy of the simulation of the Thermal Radiation from Flames
can be estimated by first investigating the accuracy of any analytical
or empirical constants used in the modeling, then investigating how close
the model is to experimental results when the conditions for both the
model and the experiment are as close as possible,and finally investigating
the realism of the model when the assumptions of the model are not adheredto in actuality.

The only physical constant that is used in HACS for the model is the
Stefan-Boltzmann constant a and this is known precisely. The value of
acorrect to four significant figures [8] is 5.669 x 10-8 w/m2 VK4 or
0.1712 x 10-8Btu hr- ft' 2 R' and hence any error due to the value if a would
be of a low order of magnitude.

The exponent of 0.45 for the conversion of the emissivity of water
vapor into the absorptivity of water vapor has been based on the experi-
mental correlations done by Hottel [7], wherein the correlations have been
substantiated by theoretical relations for the general structure of the
relation between the absorptivity and the emissivity.

The following discusses how close the simulation is to experimental
testing when the assumptions in the model are satisfied as closely as
possible in the experiment.

The results computed by the existing subroutine JHHRF in the HACS
will now be compared with the experimentally measured values for the total
thermal radiant flux when the inputs to HACS are as close to the experi-
mental conditions as is possible. The data used for comparison were
developed in experiments carried out by University Engineers (UE) [3] and
by May and McQueen (MMQ) [9]. Table 5B-1 of Appendix 5B gives the measured
values of the radiant heat flux and the heat flux calculated by HACS for
fires from LNG. The experiment was performed with a contin'ous metered
flow of LNG to the burning pool and no wind blowing. The equivalent pool
diameter for the input into HACS was obtained by utilizing an average fuel
regression rate of 0.38 in/min. The values of the Heat Flux in the last
column of the table are 16.4% of the Total Flux, as suggested by MMQ. It

[8] Siegel, R., and J. R. Howell, Thermal Radiation Heat Transfer, p. 738,
McGraw-Hill, New York, 1972.

[9] May, W. G., and W. McQueen, "Radiation from large liquefied natural
gas fires," Combust. Sci. Technol. 7:51-56, 1973.BI
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should be noted that the time of the day when the experiments were carried
out was either late in the evening or at night and hence the solar radia-
tion of 300 Btu hr- 1 ft- 2 which is automatically added in the computer
results of HACS has been subtracted and the modified calculated radiant
heat flux is shown in the table. It should also be noted that the values
of the flame emissivity and the transmissivity of the intervening space
are taken as unity in the computer coding of HACS.

Comparison of the measured and calculated radiant heat flux shows
that there is close agreement in the values of the model simulation and
experimental measurements.

Based on values of the flame emissivity and medium trans-
missivity being their respective maximum values, we would expect that the
simulated values of the thermal radiation flux would be greater than the
measured values. The calculated fluxes are seen to be nearly equal to the
experimental fluxes rather than greater than the experimental fluxes. On
checking the subroutine SVIEW for the view factor determination, for
vertical flames (no wind velocity), the results are equivalent to the
analytical equation for the view factor given by Blackshear [10].

The flame emissivity, cf is given by:

Ef 1 - e-KD

where

K= attenuation coefficient
D= flame diameter

From the values ofK given in Table 7-2 of AMSHAH for Alcohol and
Gasoline, the values of the flame emissivities for 6-ft diameter pools
and 20-ft diameter pools can be calculated to give:

6-ft pool 20-ft pool

Alcohol flame emissivity 0.492 0.895
Gasoline flame emissivity 0.974 0.99999

As can be seen clearly from these calculated results, the flame emis-
sivity is very close to unity for large fires of gasoline or other fuels
with high values of the attenuation coefficient K and for fuels of small
values of the attenuation coefficient, the flame emissivity would approach
the value of unity at very large fire dimensions. The experimental fires

[10] Blackshear, P. L. (ed.), Heat Transfer in Fires, p. 424, John Wiley
& Sons, 1974.
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were very large and hence taking the flame emissivity as unity would be approxi-
mately correct. The distance between the flame and the receptor is large
(300 ft to 600 ft) and the transmissivity of the intervening medium would
not be unity. For a relative humidity of 0.80 with a distance of 492 ft
(150 meters) between the flame and the receptor and a flame temperature of
800'C, the absorptivity of water vapor in the intervening medium can be
calculated to be 0.54 by first finding the product PH20 x (Ts/Ta), at whichthe emissivity of the water vapor is determined and tnen the emissivity is

multiplied by (Ta/Ts)°," to qive the absorptivity. The transmissivity was
calculated to be 0.46. The flame temperature used in HACS was 800 0 C and it
is suggested that HACS should use a flame temperature for LNG of 9000C
which would increase the thermal radiation flux from the flame by about
43%. This would bring the model closer to the experimental results and
the model would also utilize the transmissivity of the intervening medium.

The effects of violating the assumptions of the model for thermal
radiant flux from fires will now be determined. We note that in comparing
the View Factor Model of AMSHAH and the view factors from analytical
results, for the 6-ft and 20-ft fires, the view factors calculated from
SVIEW do not agree with the view factors obtained from Rein, Sliepcevich
and Welker [li ]. The results are tabulated in Table 5B-2 of Appendix 5B
of this chapter. In the calculations, for flame inclinations of 61.40
and 55.9°,the analytical results from Figure 5-3, for 60' inclination
was used; for flame inclination of 45.10, Figure 5-4, for 450 inclination
was used; and for flame inclination of 320, Figure 5-5 for 300 inclina-
tion was used. Good agreement for view factors cannot be expected under
windy conditions between the calculated and analytical results because the
calculated view factors from JHHRF are for inclined receptors inclined at
the same angle as the flame whereas the analytical results are for recep-
tors which are vertical. In all the tests for which the view factors were
computed, the view factors obtained from SVIEW were less than the analytical
values of the view factors.

The simulated data are compared with the experimental results of UE
in what follows. The experiments conducted by UE were with LNG fires
having diameters of 6 feet, 20 feet, and 80 feet; and LNG pools having
dimensions of 20 feet square and 30 feet x 40 feet with the radiant thermal
flux being measured at locations downwind, crosswind,and upwind to the
flame. The computer coding of HACS calculated the thermal radiant flux

[11] Rein, R. G., C. M. Sliepcevich, and J. R. Welker, "Radiation view
factors for tilted cylinders," J. Fire Flammability 1:140-153, 1970.

5-14



o--EDG OF CYLINOODR

0 4- I

2

i02 - 6I 10

0.04- so

0.02

S001

•__•0,006.
0002.

0.001,

4 6 8 I0 20 40 .0 80100

it

FIGURE 5-3 View factors for tilted cylinders: 0= 60 degrees [11].

5-15

-1•



0.4-

ti

=0.

01IIIC . , , , , , ' "

0.8

0 .L---I~OO, OF C•LINOER

0.4,

002.

02 6

sO

0 0

008

0.06
30

0002

00I (* .

00081

00O4

0 00:

1 2 4 6 8 20 40 60 03O ,'O

x,'I

FIGUPE 5-4 Vi:,w factors for tilted cylinders: 4) 45 degrees [11].

5-16

-,I



J

O S

06 ED,,-[GE Of CYLINDOERI0

04 1

02. 6

to01- \5
O0* - *

009-4

006
30

0,04 ,

002

"3001 -

t 4 $ 20 40 60 80100

FIGURE 5-5 View factors for tilted cylinders: ID: 30 degrees[I]

,,o5-17

-:- 0008

:j0008



at positions only downwind of the flame. HACS also assumed the flame emis-
sivity and atmospheric transmissivity as unity, whereas these would not be
the values for the UE experiments. The distances and orientations of the
radiometers with respect to the fire aregiven in Figure 5-6; the numeral
stands for the distance in feet of the radiometer from the center vf the
flame and the letter denotes the position of the radiometer, with respvct to
the wind direction. For example,24.00 D would stand for a radiometer situ-ated 24 feet downwind from the LNG f2,--e.

The experimental and the simulated results are tabulated in Tables
5B-3, 5B-4, 5B-5, and 5B-6. The values of the heat flux from the experi-
ments are arithmetic average values for Tables 5B-5 and 5B-6. These
tables are in Appendifx 5B of this chapter.

For the 20-ft fire, the agreement between the calculated and observed
value. appears to be better; however, this agreement would be misleading if
the values of the view factors are incorrect - at least, they do not agree
with the view factors obtained from Rein, Sliepcevich and Welker.

For the 20-ft square pool, the calculated values of heat flux are less
than the measured values in most of the tests. For the 30 x 40 ft pnol,
the calculated values are also less than the measured values in most of thN
tests.

The predicted values of the radiant heat flux for the 6-ft fire are
in general greater than the experimentally measured values of the radiant
heat flux.

In order to analyze further the data for the 6-ft and 20-ft fires,
Tables 5B-7 and 5B-8 are calculated,

= Value of ratio - Mean value of ratio
% EMean value of ratio

% Emax - Maximum of all % Errors for a given column

Under the subcolumn "Ratio," each value is a ratio of the calculated heat
flux to the measured heat flux. The equation for the heat flux is

Q= Ft soTf•

The model in HACS assumes T=l, and s=l. Therefore, this equation reduces
to

Q = F o Tf4
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Let the subscripts p andc denote the predicted and the correct values of

the quantitites. Then

Qp Fp 4~P 1

FC= C L x EsCXTp
[LT f CI

cy is the Stefan-Boltzman constant and it cancels out. If the view factor is
"correct, Fp = Fc then we have,

Qp 'Tfp4 1
-II x

QCLTfPC E-CXTC

For a flame of a given diameter, it is reasonable to assume that Tfc and •c
remain constant for various test runs. Further,if changes in transmissivity
are neglected for various runs for a given diameter of flame, Qp/Qc should
be approximately constant. The measured values of heat flux for Qc are
used.

These tests were done during the day time and at different dates.
Therefore the solar contribution to the measured heat flux is not
known. Since some of the measured values are very small, the solar contri-
bution in those cases were certainly less than 300.0 Btu hr-1 ft-2. Because
of solar contribution and the fact that heat flux at a given location does
vary during the test, it is not possible to expect Qp/Qc to be a constant.
However, Table 5B-7 shows that % Emax is much less if the view factors from
Rein, Sliepcevich and Welker are used rather than when the heat flux is
calculated using view factors obtained from the subroutine SVIEW. The
same is true for the 20-ft fire in Table 5B-8, although the difference is
pronounced for the 6-ft fire. For tests 023 and 026 the view factors
were obtained using Figures 5-4 and 5-5, respectively. For tests 029, 030,
and 032, Figures 5-4, 5-5, and 5-6 were used respectively for calculating
the heat flux.

Qp/Qc is much greater for the 6-ft fire than for the 20-ft fire.
This suggests that for tie 6-ft fire the flame emissivity should be much
less than unity. In addition, use of transmissivity of 1.0 may be an
error since distances up to 150 ft are involved.

In order to determine the effect of variations in the heat flux
radiated from a fire, the following analysis is carried out.

An average steady heat flux, A is ascjmed to exist - averaged over
time - and a superimposed sinusoidal flux variation with time, of amplitude
B, is applied to the steady flux. Hence the instantaneous total heat flux
at any time can be expressed as the sum

A + B sinz,
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where z = dummy time variable.

The damage criteria I can be expressed as [12]

I f2n [A + B sinz]4 dz
(W& 0I=

where w the frequency of the superimposed sinusoidal heat flux.

The damage criteria are determined by an integration of the total heat
flux raised to the exponent (4/3), the integration interval being over a
full cycle of the superimposed sinusoidal heat flux. The integration process
is carried out by using a binomial expansion of the integrand and for a small
amplitude of the superimposed sinusoidal heat flux as compared to the ampli-
tude of the Instantaneous total heat flux, that is for IBI < IAI. An approx-
imate value of the integral is evaluated in Appendix 5C.

From the analysis, the relative change in the damage criteria is depen-
dent on

This expression was computed for the experimental values of heat fluxes
and these are tabulated in Tables 5B-9 and 5B-10 of Appendix 5B for the
20-ft square fire and the 30 ft x 40 ft fire. The value of A was shown
to be the average value of the incident radiant flux and the value of B
was the maximum variation of this average value from the values of the
incident radiant flux. As can be seen from the tabulated results, the max-
imum relative change in the damage criteria is 0.09 for the 20-ft square
pool with the receptor at a distance of 40 ft from the flame edge and 0.02
for the 30 ft x 40 ft pool with the receptor at 107 ft from the flame
edge. These variations are small and hence would give a maximum variation
of 9% for the 20-ft square pool and a maximum variation of only 2% for the
30 ft x 40 ft pool. The lower values of these- variations are 0.8% for the
20-ft square pool with the receptor at a distance of 26 ft from the flame
edge and 0.04% for the 30 ft x 40 ft pool with the receptor at a distance
of 101 ft from the flame edge. From the above analysis it is evident that
the average radiant flux from a fire is a good estimate to use for the
damage criteria.

SENSITIVITY ANALYSIS

For the Thermal Radiation from Flames Model, the relationship
between the radiant heat flux Q (output), and the flame temperature, Tf,

[12] Eisenberg, N. A., C. J. Lynch, and R. J. Breeding, Vulnerability
Model: A Simulation System for Assessing Damage Resulting from Marine
Spills, CG-D-136-75, NTIS AD-AO15245, Department of Transportation,
U.S. Coast Guard, June 1975.
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flame emissivity, Sf, media transmissivity T, and view factor F (inputs)
is given by the relation:

Q F Ef T a Tf4

where a is the Stefan-Boltzman constant. Differentiating the above equa-
tion, we obtain:

dQ = tf a c Tf' dF + F T a Tf4 def

+ F ef a Tf4 dt+ 4Tf 3 F ef T a dTf

(1)- + (1) df + (I) LT-+ (4) dTf"' Q F E F--

In the above equation, the relative change in Q (the output) is depend'nt on
the relative change of each of the (input) factors on which Q is dependent
and the effect on Q of each of the factors taker, sinqly determines the sensi-
tivity coefficient of that factor. These sensitivity coefficients are the
coefficients of the relative change of the factors in the above equation
and they are:

Theoretical Computer
Sensitivity Sensitivity Sensitivity

Factor Coefficient Coefficient

F 1 0.987

S f 1 0.987
0.987

Tf 4 3.207

In HACS the equation for Q has insolation added to it as

Q F f T 0 T + 300 Btu hr-' ft-2

Hence the sensitivity coefficients are modified and values obtained on the
computer program are less than the theoretical values. The change of input
flame temperature from 'C to 'R also affects the sensitivity coefficient
for Tf and makes the sensitivity coefficient smaller.

Most of the variables have the same order of magnitude effect on the
total sensitivity of the model but the flame temperature, Tf, has four
"times the influence of the other variables. Relative errors of the order
of 10% in the flame temperature cause relative errors of about 40% in the
predicted radiant heat flux. Since the sensitivity coefficients are of
the order of magnitude of l forall the variables hence large errors in
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A

the input variables should be avoided. The program as it now stands does
not avoid these errors. The sensitivity coefficients as computed by a A
separate computer program are as expected.

In summary, this model is not exceptionally sensitive to any particu-
lar input variable, but the sensitivity coefficients are all of the same
order of magnitude, thus large errors in input variables will be directly
reflected in the output.

SUMMARY AND RECOMMENDATIONS j

In summary, the model gives reasonable agreement with experimental data
when the conditions of the experiment are close to the conditions assumed 4
for model development; however, for the set of experimental data used here
the close agreement between model and experiment may be the result of -
fortuitously compensating inaccuracies. In general, the inaccuracies of
the modeling and the inaccuracies of the parametric values which are inputs
to the model cannot be counted on to combine in an ameliorative manner; on
the contrary, in general, these inaccuracies will add together to produce
an inexact output. Consequently realistic results can only be assured if
as many as possible of the inaccuracies in modeling and data input are
eliminated. Among the refinements that should be incorporated into the
computerized version of the model are:

N
* Calculation of flame emissivity based on flame size.

* Calculation of atmospheric transmissivity as a function of humidity.

* Supplying flame temperatures in the Chemical Properties File where
th y are currently mis.ing.
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APPENDIX 5A

TYPOGRAPHICAL ERRORS IN CHAPTER 7 OF ASSESSMENT MODELS (AMSHAH)

TERMS MISSING IN EQUATIONS

1. Page 74, equation (7.3). Subscript w is missing with d in the
equation for T W, which should read:

Tw = exp s)

2. Page 75, line 2. w is missing at the end of the statement for TW,

which should read:

: transmissivity for a radiation of wave number w.

3. Page 75, line 3. Subscript w is missing with K in the equation for
s,, which should read:

sW f K ,(ww) d=
W

W -00

4. Page 79, statement block for Sf(I). 7r is missing in the denominator
and the expression should be:

SF(1) o (Cos e.Cos 92) dA2

SYMBOLS NOT DEFINED IN LIST OF SYMBOLS, SECTION 7.11

1. c used on pages:

a. 74, equation (7.1)

b. 74, first line after equation (7.1)

c. 74, first line of section 7.5.1

d. 74, equation (7.2)

E: should be ef, the flame emissivity.
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2. T used on pages:

a. 75, first explanation of EW after equation (7.4)

b. 75, last equation

c. 76, line 6 of section 7.7

d. 77, second statement block

e. 77, last output block

In (c) and (e) T should be Tf, the flame black body temperature.

3. d used on page 74, equation (7.2)

4. Tw used on page 74, equation (7.3)

5. sw used on page 74, equation (7.3)

6. U used on page 74, equation (7.3)

7. w' used on page 75, line 3 in the equation for sw

8. K(W,W') used on page 75, line 3 in the equation for Aw

9. x used on page 75, line 7 in the equation for U

10. Tavg used on page 75, equation (7.4)

11. Az used on page 76, equation (7.5)

12. A2 used on page 76, equation (7.5)

13. RH used on page 80, line 5

14. K used on page 81, line 3

15. Most symbols used in the flow charts on pages 78 and 79 are undefined.
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APPENDIX 5B - TABLES

TABLE 5B-1 Radiant Heat Fluxes, Computed
vs. Measured (no wind)

Observed Calculated Modified

_ Observed_ _ _alculatedHeat Flux. Heat Flux
(Calc. Heat Measured,,

Flow Distance Wind View Heat Flux2  Flux-300.Q) Btu/hr*ftI
Time Rate from Pooi Speed, Factor Btu/hr*ft Btu/hr*ft•

BBL/D Center, ft mph

2225 15,100 500 0 0.005666 437 137 137.6

2346 15,900 400 0 0.009221 524 224 222.9

0123 16,300 300 0 0.016546 702 402 403.8

"1751 23,000 600 0 0.005636 437 137 141.5

TABLE 5B-2 View Factors, Computed vs. MeasuredI

Observed Calculated

Test Distance from Wind View Factor View
Pool Center, Speed, Angle, from Subroutine L/R X/R Factor

ft* mph deg SVIEW (11)

022 45.000 6.80 61.372 0.014425 7.00 15 0.004

028 80.00D 9.20 55.87 0.063312 4.87 8 0.13 1
029 80.00D 6.36 45.07 0.065660 4.87 8 0.08 j
029 150.000 6.36 45.07 0.011998 4.87 15 0.023 1

032 150.OOD 4.30 32.04 0.014428 4.87 15 0.019

The D's after the distances indicate a position downwind of the fire; refer

to Figure 5-6. I.
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TABLE 5B-3 Radiant Heat Fluxes, Computed vs. Measured.
Diameter = 6.0 ft; Height = 21.0 ft.

Observed Calculated Heat Flux Heat Flux

Test Distance Wind Calculated. Measured, 2
from Pool Speed, Angle, View Btu/hr*ft 2  Btu/hr*ft
Center, ft. mph deg Factor

022 24.OOD 6.80 61.372 0.142451 3758 810

022 45.OOD 6.80 61.372 0.014425 650 260
022 12.OOU 6.80 61.372 0.393405 9851 500
022 12.OOC 6.80 61.372 0.393405 9851 470

023 24.OOD 4.42 50.074 0.115706 3109 910
023 45.OOD 4.42 50.074 0.019814 781 300

023 12.OOU 4.42 50.074 0.310712 7843 910

023 12.OOC 4.42 50.074 0.310712 7843 920
024 24.OOD 8.13 65.187 0.154804 4058 860

024 45.OOD 8.13 65.187 0.012046 592 250

024 12.0OU .8.13 65.187 0.429832 10735 ---

024 12.OOC 8.13 65.187 0.429832 10735 730

025 24.OOD 4.67 51.683 0.11899 3186 720

025 45.OOD 4.67 51.683 0.019216 766 260

025 12.OOU 4.67 51.683 0.320742 8087 720

025 12.OOC 4.67 51.683 0.320742 8087 910
026 24.OOD 6.47 60.221 0.139149 3678 880

026 45.OOD 6.47 60.221 0.015095 666 320

026 12.00U 6.47 60.221 0.383436 9609 860

026 12.OOC 6.47 60.221 0.383436 9609 800
027 24.OOD 6.95 61.865 0.143918 3794 1,000

027 45.00D 6.95 61.865 0.014130 643 300

027 12.OOU 6.95 61.865 0.397804 9958 720

027 12.OOC 6.95 61.865 0.397804 9958 630
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TABLE 5B-4 Radiant Heat Fluxes, Computed vs. Measured.
Diameter : 20 ft; Height = 48.49 ft.

Observed Calculated Heat Flux Heat Flux
Calculated, Measured,2

Test Distance Wind Angle, View 8tu/hr*ft2 Btu/hr*ft 2

from Pool Speed, deg Factor
Center, ft mph

028 80.00 9.20 55.87 0.063312 1837 1630

028 150.00 9.20 55.87 0.008732 512 440

028 40.OU 9.20 55.87 0.332889 8382 690

028 40.0C 9.20 55.87 04532889 8382 360

029 80.00 6.36 45.07 0.065660 1894 1640

029 150.OD 6.36 45.07 0.011998 591 480

029 40.OU 6.36 45.07 0.266879 6779 910

029 40.OC 6.36 45.07 0.266879 6779 440

030 80.00 9.66 57.14 0.062525 1818 1510

030 150.00 9.66 57.14 0.008295 501 400

030 40.OU 9.66 57.14 0.342382 0612 600

030 40. 0 9.66 57.14 C.342382 8612 360

031 80. 14.53 66.25 0.052131 1566 1220

031 15Lu J0 14.53 66.25 0.005044 422 410

031 4L.OU 14.53 66.25 0.427680 10669 590

031 40.0C 14.53 66.25 0.427080 10669 360

032 80.OD 4.30 32.04 0.062043 1806 1250

032 150.00 4.30 32.04 C.014428 650 380

032 40.OU 4.30 32.04 0.209949 5397 1480

032 40.OC 4.30 32.04 0.209949 5397 ---

033 80.OD 9.37 56.35 0.063030 1830

033 150.00 9.37 56.35 0.008568 580 430

033 40.OU 9.37 56.35 0.336433 C168 670

033 40.OC 9.37 56.35 0.336433 8468 240
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TABLE 5B-5 Radiant Heat Fluxes, Computed vs. Measured.20-ft Square Pool; Height = 48.49 ft

• Observed Angle Used Heat Flux Average
Distance Approximate for Calcula- Calculated, Heat FluxFrom Edge, Flame Angle, tions, deg Factor Btu/hr*ft 2  MeasuredA

ft deg Btu/hr*ft4

24.OD 40 to 60 50.0 0.351787 8841 12880

26.OCtoD 15 to 45 30.0 0.230137 5887 12457
38.0D 40 to 60 50.0 0.227007 5881 7000
20.OCtoD 15 to 45 30.0 0.281279 7129
40.OD 40 to 60 50.0 0.211584 5437 894 4

118.0U 60 60.0 0.011732 585 400
154.OU 60 60.0 0.005650 437 200 -i

210.OU 15 to 45 30.0 0.006146 449 450-650

TABLE 5B-6 Radiant Heat Fluxes, Computed vs. Measured. 4
30 ft X 40 ft Pool; Heiqht = 70.54 ft

Observed Angle Used Heat Flux Average

Distance Approximate for Calcula- View Calculated, Heat Flux
From Edge, Flame Angle, tions, deg Factor Btu/hr*ft2 Measured

ft deg

61.OD 30 to 45 37.50 0.17799 4621 9650
60.OC up to 15 7.50 0.109371 2955 6300
74.OC up to 15 7.50 0.085033 2364 4733
77.OD 30 to 45 37.50 0.124155 3314 7175

IOL.OD 30 to 45 37.50 0.07450 2109 1700 I
107.QC up to 15 7.50 0.050443 1525 1000
114.OQDtoD 30 to 45 37.50 0.057874 1705 2550
114.OCtoQU up to 15 7.50 0.045679 1409 2700
122CtoQU up to 15 7.50 0.040965 1294 1650
126QDtoD 30 to 45 37.50 0.046555 1430 2375
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TABLE 5B-7 % Error Analysis. 6-ft Fire.

IIeat Flux wuth Heat Flux with
Distance Heat Flux from Heat Flux View Factor from View Factor from Hfeat Flux

Test from Pool Angle JIIHRF-300 0 from JIIHRF, Ref(ll) with Solar Ref(Il) w/o Soldr Measured,
center, ft Btu/hr*ft2 Btu/hr*ft2  Contribution. Contribution. Btu/hr*rt

iltu/hr~ft2  iltu/hr*ft2

ratio ratio ratio ratio

023 24.00 50.074 2809 3.1 3109 3.4 3100 3.4 2800 3.1 910

023 45.o0 50.074 481 1.6 781 2.6 1100 3.7 g00 2.7 300

026 24.00 60.221 3378 3.8 3678 4.2 4000 4.5 3700 4.2 880

026 45.00 60.221 366 1.1 666 2.1 1270 4.0 910 3.0 320

% 58 31 15 j 29

TABLE 5B-8 % Error Analysis. 20-ft Fire.

Heat Flux with Heat Flux with
Distance Heat Flux from Heat Flux -View Factor from View Factor from Heat Flux

Test from Pool Angle JHHRF-300 0 from JHHRF, Ref1l) with Solar Ref0l) w/o Solar Measured,
center. ft Btu/hr*ft 2  Btu/hr*ft 2  Contribution, Contribution. Btu/hr*ft 2

Btu/hr*ft
2  Btu/hr*ft

2

ratio ratio ratio ratio

029 80.OD 45.07 1594 0.97 1894 1.1 2260 1.4 1960 1.2 1640

029 150.00 45.07 291 0.6 591 1.2 810 1.7 510 1.1 480

030 80.00 57.14 1518 1.0 1818 1.2 3104 2.0 2804 1.86 1510

030 1l0.00 57.14 201 0.5 501 1.2 906 2.3 606 1.5 400

032 80.00 32.04 1506 1.2 1806 1.4 1800 2.3 1500 1.2 1250

032 150.0D 32.04 350 0.92 650 1.7 761 2.0 461 1.2 380

%.a. 42 31 28 39
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TABLE 5B-9 Effect of Time Variation,- in Radiant Heat Flux
20-ft Square Poco

Distance Incident B2

from Edge, Radiant Flux, A BBTA-22
ft Btu/hrxft2

24 19000 12880 6120 0.02508
11000
15000
10000
9400

26 14000 12457 3257 0.007596
10000
13000
9200

13000

14000
14000

38 11000 7000 4000 0.03628
6500
7900
5200
4400

20 10000 10828 3828 0.013887
8800

>1 2000
7000

-- >12000
13000
S3000

40 1700 894 806 0.090313

.100
"800
600

__-___ ___470
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TABLE 5B-lO Effect of Time Variations in Radiant Heat Flux
AL 30 ft x 40 ft Pools

Distance Incident 82
from Edge, Radiant Flux, A B B

ft Btu/hrxft

61 10000 9650 1350 0.002174

8400
9200

11000
60 8100 6300 2000 0.011198

6500
4300

74 6600 4733 1867 0.017289
4700
2900

77 8000 7175 1075 0.002494
6100
6600 M
8000

101 1700 1700 100 0.000384
1800
1600

107 1400 1000 400 0.017778

1000
600

114 2700 2550 650 0.007219
3200
2300

2000

122 2200 1650 550 0.012346
1100

126 2100 2375 725 0.010354
3100
2300
2000

I2
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APPENDIX 5C

DERIVATION OF RELATIVE DAMAGE CRITERIA FOR A
SINUSOIDAL RADIANT FLUX AS COMPARED TO A STEADY HEAT FLUX

The damage criteria for thermal radiation from a steady source are
given by:

0I f1 A dz, whiere T--
0

2Tr
w I4/3

Iý f A dz=2 AI 3
0 w

where

=I damage criteria for steady source of radiation

w = frequency of superimposed sinusoidal radiant heat flux

A = value of the steady radiant heat flux

z = dummy variable for integration

r- 2= time for completion of a complete cycle of the superimposed
W sinusoidal radiant heat flux

A sinusoidal radiant heat flux of amplitude B is superimposed on top
of the steady radiant heat flux A. The total radiant heat flux can be
expressed as:

A + B sii z

where

B = amplitude of superimposed radiant flux.

The damage criteria for thermal radiant from a sinusoidally varying
source are ,now given by:

I = (A + Bsinz)'/' dz
0
21T

• I = fTo (A + B sin z)'/'dz
0

iA
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27r-- B/f Z)4/3

.. I = A'1" (1 + sin dz

Expanding binomially, we have for I1I <JAI

4/I = A 3 o- l Z) 2 dz

On integration, we have
21T

4/ CS AZ/ ' + 42B2,z sin 2z .A __ - 3 A• 9 4 .

: I = A/3. 0 + "B.-2 2 .. _

.. I 2T A4/3 + 2,r (Bý) 2 A4/3

Hence the difference between I and 10 is:

ii/= 2 3 A/ + f (B) 2 A•/ 3  4 /3 A•/•

-27! (B)2 A•I•

The relative change is given by:

A_ 9- 1 B 2

b - L9 A -
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CHAPTER 5 - LIST OF SYMBOLS

A = average value of heat flux (cal/cm2 s)

b = mean line half-width at wave number w (cm)

B = amplitude of superimposed sinusoidal change in f (cal/cm2 s)

Ci = first Planck constant (w/m) '

C2  = second Planck constant (m °K)

d = mean distance of separation of spectral lines of wave
number w (cm)

D = diameter of flame (m or ft)

E = emissive power of the source at wave number w (cal/cm2 s)

I = damage criteria due to sinusoidal superimposed heat flux
([cal/cm2 s] 413)

I0 = damage criteria due to steady heat flux ([cal/cm2 s]/'3)

PH2O = water vapor partial pressure (bar)

sw =f Kw (w,w') dw' = mean integrated line intensity (1/cm)

Ta = atmospheric temperature (°K)

Tf = flame temperature (°K)

Ts = flame (source) temperature (°K)

U = ,x p dy = integral of partial pressure of water vapor along thelength of travel between the flame and the receptor

(bar cm)

X = distance from the flame to the receptor (m or ft)

Y = product of X and PH.O (bar cm)

z dummy variable
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Greek symbols:

=standard absorptivity

ct' =absorptivity for flame temperature Ts

Ef =flame emissivity

K =attenuation coefficien~t (1/cm)

Kw =attenuation coefficient for a single line centered at w (1/cm)

a =Stefan-Boltzman constant (Btu/rn ft2  R4 or cal/s cm2 *K)

= transmissivity --

Tavg =average transmissivity

=W transmissivity for a radiation of wave number w

W = wave numberA

4z
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CHAPTER 6

MIXING AND EVAPORATION MODEL

INTRODUCTION

The Mixing and Evaporation Model is designed to compute the mass of
vapor liberated, the duration of evaporation, and the maximum spread of sig-
nificant pcllution when a highly water-soluble liquid cargo of high vapor
pressure s-ills on water. This model corresponds to the documentation in
Chapter 11, Mixing and Dilution of a High-Vapor-Pressure, Highly Water-
Soluble Chemical, of the Assessment Models in Support of the Hazard Assess-
ment Handbook (AMSHAK) [1]. The corresponding comouter code in the Hazard
Assessment Computer System (HACS) [2] is under the executive subroutine
MODR which utilizes the following computational subroutines: EVAMX, DISP,
QSF, VAPPR, and HMTC.

When a liquid cargo of high vapor pressure spills, vapors of the cargo
will be released. This vapor formation process is simulated in order to
predict the toxic and combustion hazards from spillz. The Mixing and Evap-
oration Model predicts the total mass of vapor formed from a cargo spill
when the cargo properties, mass of spill, and receiving water body proper-
ties are given to the model as inputs.

One of the major problems encountered in this model is that the pre-
dicted total mass of vapor liberated may be greater than the total mass of
the spilled cargo. This is physically impossible. This problem occurs be-
cause the total mass of vapor liberated is computed on the basis of an in-
correct assumption, that the evaporation rate is dependent on the original
mass of the spill without any reduction in the current mass by evaporation.
In reality, the current mass of spill in the receiving water body is the
difference between the original mass of spill and the total mass evaporated.
Accounting for the changed spill hiass in the receiving water body would
change the pollutant concentration predictions and make the concentrations
more realistic.

Another major problem is that the input to this model - the concentra-
tion of the pollutant - is unrealistic for very short times of observation
after spills in flowing water and is also unrealistic for very long times
of observation after spills in still water. This problem is amplified by
the fact that most of the spilled high vapor pressure cargo evaporates in

[1] Department of Transportation, U.S. Coast Guard, Assessment Models in
Support of the Hazard Assessment Handbook (CG-446-3), CG-D-65-74,
January 1974.

[2] Arthur D. Little, Inc., Hazard Assessment Computer System, User
Manual (HACS), Cambridge, Mass., December 1974.
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the first few minutes (i.e., when the input pollutant concentration is high).
Another problem is that the formula used to determine the molar concentra-
tion of the pollutant is valid only for low concentrations of the pollutant;
but when spills occur, the major portion of the evaporation occurs from re-
gions of high concentrations, and using the formula of low concentrations
would give inaccurate predictions.

A third major problem is in assuming that Raoult's law is valid for
all spills, whereas the predictions of partial vapor pressures from
Raoult's law can be different by an order of magnitude from experimental
results for spills with either a very high or a very low affinity to the
receiving water body. A modified law should be used in the model simulation.
The symbols and references are listed at the end of this chapter.

ASSUMPTIONS AND APPROXIMATIONS

Various assumptions and approximations, both explicit and implicit,
have been made in the model developed in AMSHAH and HACS.

Explicit Assumptions

1. The evaporation of the spill takes place only at the air-mixture
interface.

2. The temperature of the spilled cargo instantly changes to the
temperature of the receiving water body with no effect on cargo
dispersion.

3. The partial vapor pressure above the spill is linearly dependent
on the surface concentration and the saturated vapor pressure of
the pollutant.

4. The cargo is infinitely soluble in the receiving water body.

5. The spill is an instantaneous spill and behaves as a point source.

Implicit Assumptions

6. The cargo is neutrally buoyant in the receiving water body.

7. The entire spill mixes completely with the receiving water body
before evaporation begins. (This assumption is documented in
AMSHAH but is not stated explicitly as an assumption.)

8. The major portion of the evaporation occurs from regions of high
spill concentration.

9. The formula converting pollutant concentration into a concentra-
tion in mole fraction is applicable over all regions of the spill,
even though the formula is strictly valid only for low concentra-
tions.

6-2
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A brief discussion of the explicit and implicit assumptions is pre-
sented below.

1. Evaporation only at air-cargo interface. The first explicit
assumption is that the evaporation of the liquid cargo takes place only at
the water surface and is primarily due to the difference between the con-
centration of the cargo vapor just above the water surface and the concen-
tration in the atmosphere at points far away from the water surface. This
assumption excludes substances whose boiling temperature is less than the
ambient water temperature. This assumption is generally valid for a wide
range of cargoes.

2. Spill temperature. The second explicit assumption is that the
chemical spilled reaches the temperature of the water instantly. Since
some cryogenic cargoes are considered in a separate submodel, the cargo's
temperature will usually be within 100C or 20 0 C of the water temperature,
and this assumption is reasonable. If the temperature of the solution is
incorrect by 50C or so, the error introduced will not be significant with
respect to the errors introduced by other assumptions and approximations.
This assumption implies that any cooling due to evaporation of the spill is
negligible. This is probably a good assumption for cargoes that are shipped
in unpressurized and unrefrigerated containers.

3. Spill partial vapor pressure. The third explicit assumption is
that the partial pressure of the cargo over the solution (Pc) is linearly
related to the saturation vapor pressure of pure liquid cargo (Pv) and the
molar fractional concentration (cm). The equation is (Pc = cmpv). This
equation expresses Raoult's law [3]. This relationship is quite accurate
for many pairs of solvents and solutes. Departures from Raoult's law are I
not uncommon, but the departures are related in a complicated manner to
other properties of the solutes and solvents.

4. Cargo solubility in water is infinite. The fourth explicit as-
sumption is that all the cargo that is spilled is completely soluble in the I
receiving water body. This assumption is valid for most cargoes which have
high affinity for water. For cargoes of finite solubility, the mechanism
of dispersion (because of turbulent diffusion of neutrally buoyant spills)
will be less accurate because the finite solubility will exaggerate the
buoyancy effects.

5. Spill is instantaneous. The fifth and last explicit assumption I
is that the spill is instantaneous and behaves as a point source. Manytypes of spills were analyzed in the Mixing and Dilution Model but only one

of these is considered in this model, namely, the instantaneous spill of a
cargo in a non-tidal river. For spills which would occur after a rapid

[3] Moelwyn-Hughes, E. A., Physical Chemistry, pp. 758-760, 2nd rev. ed.,
Pergamon Press, Oxford, England, 1965.
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release of cargo, the approximation of an instantaneous spill behaving as E,
point source seems to be a valid assumption. The Mixing and Evaporation
Model, as available, would not be applicable to continuous spills.

After an instantaneous spill in a receiving water body of uniform
velocity, U, the concentration of the pollutant is given by

2 Mliq F(x-Ut)2  y2  1
c(x,y,z,t) = • XP-{ +

(47rt)3/2.xeyez 4ext 4eyt 4ezt

AMSHAH (11.1), (6-1)

6. Spill is neutrally buoyant. This and the remaining assumptions
are implicit assumptions. The assumption of neutrally buoyant cargo is
implicit in the expression for predicting the pollutant concentration.
This assumption is also a limiting assumption for the model because most
cargoes are not neutrally buoyant. This assumption would affect the pre-
dicted vaporization rate of the pollutant because, if the cargo is lighter
than water and floats, nearly pure, on the water surface, the mass of vapor
actually liberated may be underestimated. If the cargo is denser than
water and sinks to the bottom of the channel while going into solution with
water, then this assumption may overestimate the amount of vapor liberated.iAR

7. Mixing followed by evaporation. The assumption is that all the
spilled liquid cargo goes into solution immediately, so that any evapora-
tion from a surface of pure liquid cargo may be ignored for the period in
which the cargo goes into solution. In other words, this assumption states

that the mixing and evaporation starts only after the mixing and dilution
has been completed. This is a major limitation in the simulation of the
combined mixIng, dilution, and evaporation of spills because, while the
initial mixing and dilution process is being completed, the high vapor
pressure of the cargo would release significant amounts of vapor. It is
to be noted that initial pollutant concentrations are high near the spill
site and hence significant amounts of vapor can be released during the
initial periods after a spill.

8. Major portion of evaporation from areas of high spill concentra-
tion. AMSHAH stipulates that "the evaporation from water surface regions,
having a molar concentration less than cm*, is negligibly small (the value
of cm* is quite arbitrary and may have to be chosen properly for different
chemicals; however a value between 0.1 and 0.05 may be reasonable). By
choosing a value of cm* we are actually limiting the area from which evap-
oration can occur." This assumption is necessary for the model because of J
the previous assumption, that the current mass of the spilled cargo in water
is not reduced by evaporation of the cargo.
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9. Conversion formula for dilute concentrations is applicable. AMSHM H

utilizes a conversion formula to convert the pollutant concentration from
density units to concentration as a molar fraction of the mixture of pollu-
tant and spilled cargo. The formula is: I

cm(X,y,z,t) (AMSHAH (11.2), (6-2)
+ (Pw •liq) /(c 11w]A

This conversion formula is applicable only to dilute concentrations of
the pollutant; but when spills occur, the concentrations of the pollutant
are high where a major portion of the evaporation takes place. Hence, as-
suming that the concentration of the pollutant is dilute in the regions of
interest is not realistic.

J

ERRORS

Only minor typographical errors were encountered in the documentation
of this model. Appendix 6A contains a list of the typographical errors in -
AMSHAH.

ACCURACY ASSESSMENT

The accuracy assessment for the Mixing and Evaporation Model is pre-
sented below. The assessment is based on the assumptions - both explicit
and implicit - which were used in developing the model.

1. When a high vapor pressure, high solubility liquid cargo is spilled
in water, mixing and dilution of the spill will displace the pollutant not
only on the surface of the water but also in the depths of the receiving
water body. While the pollutant disperses in all directions within the re-
ceiving water body, the vapor formulation of the pollutant is assumed to
occur at the pollutant-air interface (at the top of the receiving water
body). This assumption appears to.be valid when the cargo is not boiling.
Some of the boiling spilled cargoes, when they occur, are simulated by
other models.

2. The Mixing and Evaporation Model also assumes that, when the spill
.nixes with the water, the temperature of the spilled cargo is instantly
brought to the temperature of the receiving water body. In reality, the
temperature of the spilled cargo would take a finite time to be brought to
the temperature of the receiving water body. This finite time would be
less for cargoes of low specific heat and in receiving water bodies in
which pollutant diffusion is very rapid. The effect of temperature on the
turbulent diffusivities in the three c,-rdinate directions can be con-
sidered of a second order when the mass of vapor formed is being simulated.
Cooling of the receiving water body due to evaporation is also considered
negligible. Hence, assuming that the temperatures of the spilled cargo and
the receiving water body are equal appears to be a valid assumption.
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3. The partial pressure of cargo and most solute-solvent relation-
ships are based on the properties of pure substances, and the relationships
for water are usually based on distilled or demineralized water. The re-
ceiving water bodies for spills do not generally contain pure water. Salt
(NaCl) concentration is open sea is around 35 ppt (parts per thousand).
Hence, salt concentrations of receiving water bodies can range from nearly
zero to 35 ppt. These water bodies may contain significant concentrations
of other substances, for example, sewage and industrial wastes. These 'db-
stances may cause the properties of the resulting solution to differ from
pure water. The partial pressure of the cargo is assumed t6 be directly
proportional to the product of the partial pressure of the pure cargo and
the molar fraction of cargo in the mixture of spilled cargo and the re-
ceiving water body. A detailed disssion of this assumption is presented
below.

The basic criterion for phase equilibrium is

S = v (6-3)

where

f is the fufacity

k is the kt component, and the
primes are the different phases.

For liquid solutions, it is possible to develop the following equation
starting from equation (6-3)

1
In = (70 dp (6-4)

where

p is the pressure
R is the Universal Gas Constant
T is the temperature
v is the volume
x is the mole fraction

The term within the integral is the difference between the partial molal
volume of component k and its molal volume in the pure state at the same
temperature and pressure. It represents the change in the total volume
when one mole of k is added to a mixture, i.e., the volume change on mixing.

If vk. = vk at all pressures and compositions, equation (6-4) gives a
simple relationship for the effect of composition on the fugacity of a gas,
namely

f fkXk (6-5)
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This is the well-known Lewis and Randall Rule. The liquid phase fugacities
can be replaced with gas phase fugacities by applying equation (6-3). Thus,
the fugacity, fk, is equal to the fugacity of k in the gas phase, in equi-
librium with the liquid solution. If the gas phase is assumed to be ideal,
then f is equivalent to the partial pressure Pk of k in the gas phase.
Similarly, for the liquid phase of pure k, fk is equal to the vapor pres-
sure pk of the ideal gas over the liquid. Only under these conditions,
equation (6-5) may be written as

fk k (6-6)

This expression is known as Raoult's law.

Since we are considering, situations where the gas phase is at atmos-
pheric pressure, assuming the gas phase to behave as an ideal gas is valid.
However, unless vk = vY for all pressures and compositions, the liquid
phase would not be an ideal solution and equation (6-6) would not be appli-
cable. When we are dealing with solutions, the components of which have
"identical properties like the solutions of benzene-toluene, heptane-octane,
ethylene-bromide-propylene-bromide, vk = vk and the Raoult's law can be
used justifiably. Figures 6-1 ;.nd 6-2 show the systems where equation (6-6)
should not give major errors.

However, when vk ý vk (that is, for solutions of dissimilar mole-
cules) for all pressures and compositions, equation (6-6) would not apply,
and the partial pressures calculated by Raoult's law may be in excess of or
less than the actual values. Consider A and B to be the components of a
binary solution. If the intermolecular forces between A-B are stronger
than those which exist between A-A or B-B, the actual part•i )ressure
PA or PB would be less than that calculated by Raoult's law .. e., the
system would exhibit negative deviation from Raoult's law. However, when
the intermolecular forces between A-B are weaker than those which exist p
between A-A or B-B, the system would exhibit positive deviation from
Raoult's law.

In the case of spills of cargoes like NH3 , SO2, C2HsOH, CH3OH in water,
use of Raoult's law for calculating the partial pressure at the surface of
the pool is erroneous. Table 6-1 lists the experimental values of
partial pressures of NH3 as well as those obtained by Raoult's law at vari-
ous concentrations of ammonia in water at 200C. Table 6-2 lists the ex-
perimental values of the partial pressures of S02 as well as those obtained
by Raoult's law at various concentrations of SO2 at 300C. Differences be-
tween the experimental and calculated results are significant.

On the other hand, Figure 6-3 shows that partial pressures calculated 1
by Raoult's law can be several times lower than the experimental values for
water-dioxane system at 350C. The values corresponding to the dashed lines
refer to the values obtained by Raoult's law.

Hence, predictions from Raoult's law have to be compared with experi-
mental results in order to give more accurate predictions of the partial
pressures of various spilled cargoes in receiving water bodies.
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TABLE 6-1

Mass NH3 per PNH 3 from Foust et al. [4] PNH 3 from Raoult's law
100 masses H20 at 20 0C in mm Hg at 20*C in mm Hg

60 945 2424

50 686 2160

40 470 1856

30 298 1505

25 227 1306

20 166 1091

15 114 855

10 70 598

5 25 314

2 12 129

Vapor pressure can be determined from Weast [5]. For ammonia, the con-
stants are, A = 6001.2 and B = 8.269901 for the temperature range
-109.1 to 98.0°C. The equation is

LogloP = (-0.2185 A/K) + B

where P is the pressure in Torr, K is the temperature in degrees Kelvin.
At 20 0C, vapor pressure of ammonia is 6241 mm Hg by calculations.

L[4] Foust, A. S., L. A. Wenzel, C. W. Clump, L. Maus, and L. B. Andersen,
Principles of Unit'Operations, p. 553, Wiley, New York, 1960.

[5] Weast, Robert C. (ed.), Handbook of Chemistry and Physics, 52nd ed.,
pp. D-171, Chemical Rubber Co., Cleveland, Ohio, 1971.
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TABLE 6-2

Mass SO per PSOa from Foust et al. [4] PSO2 from Raoult's law d
100 masses H20 at 300C in mm Hg at 30 0 C in mm Hg

I
7.5 688 66

5.0 452 44

2.5 216 22

1.5 125 13

1.0 79 9

0.7 52 6

For SO2 , A = 6398.1, B = 8.115603 for the temperature range -95.5 to 141.7%.
At 30 0 C, vapor pressure of SO2 is 3180 mm Hg by calculations.
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FIGURE 6-3 Positive deviation from Raoult's Law. Partial
vapor pressures in water-dioxone system at 35 0 C.
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4. The next assumption is that the solubility of the cargo in the
receiving water body is infinite. This could be a valid assumption for
those cargoes which do not have a saturation concentration in the re-
ceiving water body but go into solution in all concentrations. For these
cargoes, the total diffusion is dependent on the rate of solubility of
the cargo and the rate of turbulent diffusion due to turbulent eddy currents
in the receiving water body. On the other hand, for those cargoes that do
have a finite solubility, the pollutant concentration would change very
sharply from regions within the pure cargo to regions where the concentra-
tion is below the saturation concentration. Qualitative descriptions of
the pollutant concentrations for cargoes which are infinitely soluble and
for cargoes with finite solubility are presented in Figures 6-4a and 6-4b.
Cargoes which are lighter than water and are of finite solubility would be
subjected to greater buoyancy forces as compared to lighter cargoes with
infinite solubility. This is because of the formation of a pool of pure
cargo, floating on the water surface. This in turn would change the dif-
fusion predictions for cargoes of finite solubility. This change in the
diffusion for cargoes of finite solubility is not modeled in the present
simulation based on cargoes of infinite solubility.

5. Spills of cargo can be explosive, rapid, or slow, depending upon
the cause of the spill. Spills can also occur so that the location of the
spill can be fixed or moving. The model that was developed here simulates
only one type of spill, namely, the instantaneous release of cargo at one
point. Even though all spills cannot be simulated by the above assumption,
this assumption would give quite good results for the instantaneous release
of cargo.

6. Cargoes are normally not neutrally buoyant in the receiving water
bodies in which spills may occur, and they may sink or float. This is
also an assumption from the Mixing and Dilution Model, and the limitations
mentioned in the discussion of that model also apply here.

7. In the simulation of evaporation of spilled cargo, it is assumed
that the initial mixing and dilution occurs independent of any evaporation.
The evaporation of the cargo begins after the mixing and dilution has
been completed.. This assumption is a major weakness in the simulation
of the mixing and evaporation process. In reality, while the pollutant
is dispersing, evaporation from the pollutant-air interface continues,
thereby reducing the extent to which the spilled cargo would disperse in
the receiving water body. The actual combined dispersion and evaporation
would, in general, give a different amount of vapor formation as compared
to only mixing followed by only evaporation. Hence, for a realistic esti-
mate of the vapor released, the combined dispersion and evaporation of the
pollutant must be simulated simultaneously.

The combined dispersion and evaporation may be simulated as follows.
Using the basic dispersion equation for the dispersion of the pollutant in .1
the receiving water body, we can modify it to include evaporation. Hence,
we have:
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cx~y,z,t) :D V2c(x,y,z,t) (6-7)
at

where
3

c(x,y,z,t) = concentration of the pollutant

t = time variable
D = diffusion constant

V2 = Laplacian operator

For a spill into a semi-infinite body of water, the boundary conditions can
be expressed as: A

c =0 at x = C (6-8)

c 0 at y :± (6-9)

c= 0 at z= + C (6-10)
and

• ac4c -Kc at z 0 (6-11)
az

where K = a constant for evaporation. The above equation can be solved to
give the concentration of the pollutant when both dispersion and evaporation
are cons 4dered together.

8. The computation of the total mass of cargo evaporated was based on
assuming that a major portion of the evaporation occurred in regions where
the surface concentration of the pollutant was greater than a small critical
value. It should be noted that as this critical pollutant concentration is
made smaller, the area of the region over which the pollutant concentration
is greater than the critical increases. This larger region would account
for more of the total vapor formed. Hence by making the critical concen-
tration small enough, the major portion of the vapor formed can be predicted.
This assumption is necessary because of the previous assumption of no
reduction of spilled material in the water by evaporation.

The derivation of an expression for the mass of vapor liberated, Mv,
by using a first approximation for dilute solutions is presented below. It
will be shown in the accuracy assessment of the next assumption that the

W-P first approximation of an accurate, solvent-solute-specific conversion
between concentration in molar fraction and mass per unit volume is a bet-
ter approximation than the second approximation for concentrated solutions.
As the first approximation for concentration conversion is a simple expres-
sion, the approach taken in AMSHAH may be used to derive an analytic ex-

Mi pression for Mv, the mass of vapor liberated. This derivation is instruc-
tive in that its results point up a limitation in this submodel.

6-13
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Although the simple Gaussian expression in three dimensions has beenshown to give unrealistically high values of the concentration for smallvalues of t (time), for this derivation it will be used:

• -• ~ 2 M c

Scmax(t) = AMSHAH (11.4), (6-12)
(47rt)'/ (exeyez)'A

c(xly,z,t) = cmaX(t) exp (6-13)N 4ext 4eyt 4et

where cmax is the concentration at the center of the distribution. The
mass of the cargo spilled is denoted by Mc and by Mliq in AHSHAH.
Equation 6-13 corresponds to AMSHAH (11.1) " T

c* is defined as the concentration such that the evaporation from the
water surface where c is less than c* may be neglected, and i is defined as

the time at which the concentration everywhere is less than c*, i.e., when

cmax c*. Thus•i =
2 Mcc*_(4•)3/2 (exeyez)= 2  

(6-14a)

12 Mc 2/1

= :-j AMSHAH (ll.5b), (6-14b).•47r C* (exe-yez )V2

SiLc

It should be noted that

cmax(t) : c* (3) (6-15)t

holds without regard to any conversion between different units of concen-
tration.

- By Raoult's law and the definition of the mass transfer coefficient, 4we haveA = cm~mean ;•
"Av v hppv fcmdA hppv ff a(t)b(t)cm (6-16a)

where

Cmean [cmax xC*] / cn(cm AMSHAH (11.9), (6-16b)
mM 6 m c
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and

-a(t) [4exL -,(/t)3/2}]/2 (6-17a)

b(t) = [4eytUntn(t/t)3/2}]3/2 (6-17b)

Equation (6-16a) corresponds to (11.7a) and (11.8) in AMSHAH. The integral
is over the area on the water surface where the concentration is greater
than cm*. AMSHAH evaluates this integral in the Appendix to Chapter 11.
Equations (6-17) are simplifications of AMSHAH (11.3). The vapor pressure 41
here has been denoted Pv instead oF fsap

Av is the rate of vapor liberation (mass/time) and equations (6-16) and 4

(6-17) may be combined to give

mean
Mv = 4whp Pv (exey)/ 2t kn{(t/t)3/21 cm (6-18)

where hp is the mass transfer coefficient.

A connection between c and cm can be obtained from

c m 11c Pw c (6-19)

From AMSHAH (11.9),

=mean 1wcmax 11w c* / ,n(cmax/c*) (6-20a)

cm L 1c Pw 9.n~w (62ajI

and

c mean= c* 3/2 11 [- (6-20b)
m m t

If the second or third approximate conversions were being used,
equation (6-18) would have to be integrated numerically, but in this case
the integral may be evaluated analytically. From equation (6-18),

S= 47Thp Pv (exey)1/1cm* t[(j)3/2 _ 1] (6-21)

Following the method used by AMSHAH, a new variable, T, is introduced:

St/= T t : Tt (6-22)
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The mass of vapor liberated is the integral of the rate over the time during
which vapor escapes: A

Mv f Mv dt r Mv tdT (623a)

The constants in this expression may be gathered together and denoted by
Mch:

Mch 47rhp Pv (exey)l/2(t)2 AMSHAH (ll.lOa), (6-23b)

Hence, equation (6-23a) may be written as:

"'Mv = Mch Cm*i[(I/T)3/' - lIT dT (6-24)

This integral is readily evaluated and equals 3/2. Hence, the mass of
vapor liberated is:A

Mv Mch )4hp Pv (exey)1/2 (i)2 Cm* (6-25)

Because both t and cm* are expressions of c*,

*(A)2 '~ (Wec(cm (t - ) ( 12M /3 1•/ c-)3 (6-26)
11 Pc Pw e e e *

and Mv may be written in more explicit terms as:

6hp Pv (exey)1/2Mc2 (1'w/Pw (6-2R7)
i• Mv :(6-27)

V 4n(exeyez)2/3 (C*)1/3

It is interesting to note that the mass of cargo which evaporates is a func-
tion of the square of the mass spilled. This is because the area of the
surface where c is greater than c* is proportional to Mc, and the time it
takes for cmax to decrease to c* is also proportional to Mc.

The result from equation (6-27) is the inverse dependence of Mv on
c*. This means that as c* approaches zero, the mass of vapor liberated
approaches infinity. This, of course, is not physically possible. While
all cargoes will have some affinity for water so that the concentration
may never be identically zero, it is seen that by choosing c* too small
the mass of vapor liberated, Mv, may exceed the mass of cargo spilled, Mc.
Further, for the assumption that evaporation from regions where the concen-
tration is less than c*, Mv must approach some limiting value which is less
than Mc, as c* approaches zero. But in the equations derived, Mv does not
approach a limiting value, which should be less than Mc, hence the model
does not appear to be physically realistic.
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Another related problem was the prediction of pollutant concentrations
greater than those of the liquid cargo. We will investigate these predic-
tions by using the example described in Section 11.7 of AMSHAH. The quanti-
ties given were recomputed.

It is interesting to note the consequences of the expression for the
maximum density:

cmax = 8.996x106 / t15

with cmax in kg/m 3 and t in seconds. The density of diethylamine at 20%C
is 705.6 kg/m 3 . If cmax is set equal to this value,.the above equation
gives t = 546 seconds; however, t was found to be 1205 seconds. Thus,
it is seen that the dispersion equation gives a concentration greater
than the normal liquid density in the river for almost half the time that
evaporation is supposed to be significant.

9. The conversion formula (for concentration of pollutant in density
units into molar fraction) which is used in AMSHAH will be discussed below.

Equation (11.2) on page 156 of AMSHAH concerns the assumption of the
applicability of the conversion between molar fraction, cm, and concentra-
tion in terms of mass by unit volume, c, for liquids. The expression for
determining mole fractions of solutes is more complex-for liquids than
for gases, because the total volume of a liquid-liquid mixture may not be
equal to the sum of the volumes of the individual solutes and solvents.
The total volume would be less than the sum of the volumes of the solute
and solvent for liquid-liquid mixtures which have a high affinity for each
other. The volume of Mw grams of solvent and Mc grams of solute is gener-
ally more than the volume of the solvent alone and less than the sum of the
volume of the solvent and the volume of the solute prior to the formation
of the solution. Further, the relationship between the final volume and
the concentration of the solution is often nonlinear and depends upon the
exact solvent and solute being used. A detailed description of this
problem may be found in Moelwyn-Hughes [3].

Most of the standard formulas cannot be used for a general approxima-
tion which may be used for any given solvent and solute, because they re-
quire that the density of the solution be known, and this quantity is not
known for the cargo-water mixtures of interest. Thus, expressions which do
not depend upon the density of the solution are derived below from three dif-
ferent approximations.

Let us adopt the following nomenclature:

M = mass
V = volume
p = density
U = molecular weight
N = number of moles
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Let the solvent be water and the subscript w denote the solvent in pure
state. Let the solute be the cargo and the subscript c denote the cargo in
pure state. Quantities without subscripts will refer to the solution of
the cargo in water. M

By definition, we have
• Nc

Cm = Nc+N (6-28)

Mc = cV (6-29)

M = MC + Mw (6-30)

Mw Nw)w Mc Ncuc (6-31)

And in the pure state before the solution is formed, we have

Mw = PwVw Mc pcVc (6-32)

The three approximations are:

a) Nc << Nw and V Vw

b) V Vw

c) V Vw + Vc

Each of the approximations will be discussed below.

a. First Approximation: Nc << Nw and V Vw

By means of this approximation we neglect the Nc in the denominator of
equation (6-28), and we assume tnat the volume of the solvent does not
change upon the addition of the solute. These assumptions imply that the
solution is a very dilute solution. Using the equation above, we have:

Nc Mcjiw c V Vw 1w c
Cm = •: = c =w (6-33a)Nw II PW V PC PC P

which may be inverted to give

c = cm Pw (Pc/Pw) (6-33b)

Since the computer program does not test to prevent the application of the
conversion between c and cm for solutions which are not very dilute, it is
of interest to see what these conversion equations give in the case of pure
cargo (solute) where

c=Pc , Cm= 1.0 (6-34)
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Using equation (6-33b), we get

c = Pw P c / i.w for cm =1 (6-35a)

and this :3lue of c is usually not close to Pc. Using equation (6-33a),
we get

cm - for c= Pc (6-35b)
Pw Pc

and this value of cm will not, in general, be 1.0. In fact it may be
greater than one.

It should also be noted that equation (6-33) is the same expression
as that used for gas mixtures, and that it is based upon the assumption
that one mole of a substance occupies the same volume as one mole of any
other substance.

b. Second Approximatin: V Vw

In this case we assume that the volume does not change when the solute
(cargo) is added as before, but we do not neglect the number of moles of
solute in the denominator of equation (6-28). Clearly, this is a better h
approximation than the first, but the use of Vw for V clearly implies a
dilute solution. From equation (6-28) through equation (6-32), we have

Nc (cV/Pc) 1
cm - Nc + Nw = (cV/pc) +'(Pw V/Pw) I +{(Pw 11c)/(C1-w} (6-36a)

and the inverse

C = Pw (lc/P~w) {(CM)/(l0 CM) }(6-36b) •

Equation (6-36a) is identical to equation (11.2) of AMSHAH, however AMSHAH

has assumed that the volume of the solvent does not change when the solute
is added.

In the limit of pure cargo, we have from equation (6-36b)

c = for cm =1.0 (6-37a)

and from equation (6-36a)

CM [1l+{pw 1Pc)/PC i'w)}] 1' (6-37b)

"The value of Cm in this expression cannot be greater than one, but when cm
1.0, c is infinite.
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•! In this case we assume that the volumes of solvent and solute are
• additive, so that the volume of the solution is the sum of the volumes be-

fore mixing. From the first five equations of these approximations, we

!• ! have

Nc _ (cV/Pc)
SCm - Nc + Nw Vw)/iw}

(6-38)i - 1+ {(1C Pw)/(w c)}{l -(Vc)/(V)} (-8

where we have used Vw V - VC. Now, Vc Mc/pc cV/pc, so

cm =[+{(Pc pw)/Pw}{(I/0-(I/PC)}]-' (6-39a)

and the inverse of this is

Sc : L{iw/(Mc Pw)}{(I/cm) +(Ipc)]-3b)

In the limit of pure cargo, we see that equations (6-39) give the cor-
rect limiting values for c and cm Thus, this third approximation, while
it may be less accLrate than experimental results for those cargoes in
which [V < Vw + Vc] and for low pnllutant concentrations, does give reason-
able predictions when the solutions ape concentrated.

Looking at the conversion equations which result from these three
approximations, it can be noted that in the limit of very small concentra-
tions, equations (6-36) and (6-39) reduce to equation (6-30). This is
shown in Tables 6-3 and 6-4 for the case of methyl alcohol and water. It
may be noted that the error in the conversion is of the order of the molar
fractional concentrations. The results of the first approximation lie be-
tween those from the second and third approximations in every case.

The third approximation is more accurate for high concentrations.
This may be shown for the case of ammonia in water directly. Moelwyn-
Hughes [3] states that a solution which is 0.3550 ammonia, by weight, has
0.3123 grams of ammonia per millileter. A weight fraction of 0.3550
converts to a molar fraction of 0.3631. Converting this to grams per cubic
centimeter by equations (6-33b), (6-36b), and (6-39b), we have:

Ist Approximation, c = 0.3429 qicm3

2nd Approximation, c = 0.5385 g/cm3

3rd Approximation, c = 0.3246 g/cm3

6-20



•I

TABLE 6-3 Results of Converting from c (Concentration
in Terms of Mass per Unit Volume of Solution)
to cm (Molar Fractional Concentration) for
Methyl Alcohol in Water

c Cm
c (g/cm3 )

1st Approx. 2nd Approx. 3rd Approx.

0.7900 0.44438 0.30766 1.00000

0.0790 0.04444 0.04255 0.04705

0.0079 0.004444 0.004424 0.004468

S0.00079 0.0004444 0.0004441 0.0004446

Equations (6-33a), (6-36a), and (6-39a) have been used.

TABLE 6-4 Results of Converting from cm to
c for Methyl Alcohol in Water

c (g/cm3)
cm 1st Approx. 2nd Approx. 3rd Approx.

1.000 1.7778 0.7900

0.100 0.1778 0.1975 0.1580

0.010 0.01778 0.01795 0.01756

0.001 0.001778 0.001780 0.001775

Equations (6-33b), (6-36b), and (6-39b) have been used.
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Thus we see that, in this case, the third approximation is the most accurate
and the second approximation is the least accurate. Since the conversions
are done numerically in the computer program, it would seem best to use the
third approximation.

In the following, we will analyze the concentration conversions in the
computer subroutine EVAMX (the computer program listings are in Appendix 6B).

Although the documentation in AMSHAH states that the second approxima-
tion is used, different approximations are used in the computer program of
HACS. In an early operational step in EVAMX (Figure 6B-l in Appendix 6B),
C* (CSTAR) is computed from the input value of cm* (CSTM), and the firta
approximation is used (equation (6-33b)). Later on, in the DO loop, cm
(CMAXM) is computed from cmax (CMAX), and the second approximation is used
(equation (6-36a)).

All three approximations are not valid for high pollutant concentra-
tions. In reality, high pollutant concentrations can be expected. Two
examples will illustrate the problems encountered. The computer submodel
was run using each of the three approximate conversion schemes and the
scheme of the original program. The results are shown in Table 6-5. The
number of integration intervals was reduced from 100 to 50 for these tests.
The values of cmax were printed out for the 51 points, and 8 of the 51
values of cmax were above pc in the example for ammonia, and 11 of the 51
values were above pc for methyl alcohol. In these cases, of course, cmax
will be greater than one. In equation (6-39a) it may be noted that if c is
grogter than pc, then cm will be negative. But if Cmax is negative, where
cm is given by,

Cmean =(Cmax- c*) / {kn (cmax/c*)} AMSHAH (11.9), (6-40)m m m m m

the logarithm is meaningless. Thus, some steps had to be taken to prevent
cmax from exceeding pc when the third approximation was being used. The
expedient chosen was to set cmax = pc in these cases.

It may be seen from Table 6-5 that, for the four cases, the amounts of
vapor liberated differ from one another. Further, in case 4 the conversion
scheme used is that of the original program, and it gives the lowest estimate
of vapor liberated. In a model which one would like to err in the direction
of overestimating the damage potential, this is undesirable.
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SENSITIVITY ANALYSIS

A sensitivity analysis for the Mixing and Evaporation Model would be
based on the input variables to the subroutines EVAMX and COMPD and on the
parameters which are built into the model. Some of the variables and
parameters for the sensitivity analysis are:

1, Spilled mass of cargo.

2. Spilling rate of cargo (if continuous spills are considered).

3. The turbulent diffusion coefficients of the spill.

4. The limiting concentration of the pollutant; so that evaporation
from regions of spill with lower concentrations is neglibile in
comparison to the total mass of a vapor formed.

5. Water flow velocity.

6. The mass transfer coefficient.

The output variables of the sensitivity analysis would be the total
mass of vapor liberated, the time for maximum area of spread, and the
maximum area of spread. Each of the factors mentioned above would con-
tribute to the total mass of vapor liberated, the time for maximum area of
spread, and the maximum area of spread. Three sets of sensitivity coeffi-
cients would be determined on the basis of each of the three output vari-
ables. For a realistic sensitivity analysis, all of the above factors are
to be analyzed in the complete model. Unfortunately, one of the inputs to
the Mixing and Evaporation Model (the pollutant concentration prediction
from the Mixing and Dilution Model) is unrealistic. Another problem was
that the total vass of vapor liberated from the spill was predicted to be
greater than the total mass of the spill, which is physically impossible.
Because of the problems associated with the current version of the Mixing
and Evaporation Model, a sensitivity analysis, if performed, would not give
meaningful results. Hence, a sensitivity analysis for the Mixing and
Evaporation Model was not performed.

SUMMARY AND RECOMMENDATIONS

The Mixing and Evaporation Model simulates the process of vapor forma-
tion when a liquid cargo spills on water. The model analytically considers
the initial spread of a pollutant from an instantaneous spill of liquid
cargo and the consequent evaporation. The concentration of the pollutant,
obtained from the Mixing and Dilution Model, is utilized to compute
the mass of vapor liberated. The present analysis of the vapor forma-
tion and the inputs to this analysis are not applicable to most spills
of commonly transported cargoes. The following recommendations are
made for improvement of the simulation process.
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j+ . The combined evaporation and dilution processes should be considered,
rather than first consider 4r, the mixing and dilution without evap-
oration and then consider ,. the evaporation of the pollutant. This
would avoid the unrealistic prediction of the total mass of vapor
formed being greater than the total mass of the spilled cargo.

* The pollutant concentration predictions from the Mixing and Dilu-
tion Model should ý,. corrected to give physically meaningful values
for all times after spills.

* The formula used for conversion of pollutant concentration in den-
sity units into molar fraction concentration should account for
regions of high pollutant concentrations and not just regions of
low pollutant concentration.

9 Modifications of Raoult's law should be made to account for solute-
solvent solutions of high affinity, and these are to be used in the

2. simulation.
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APPENDIX 6A

"TYPOGRAPHICAL ERRORS

The following is a list of the typographical errors in AMSHAH. V
1. Page 159, equation (11.9) and page 168, equation (A-5). cm in the

numerator should be cm*. The corrected equation would be (both
equations are the same relationship):

ma x

cmmean - Cm m Cm* AMSHAH (11.9), ,
ln [cmax/cm*] AMSHAH (A-5)

2. Page 160, equation (ll.lla). The last symbol should be dT and
and not just d. The correction equation would be:

m f f m dr - f fT ln(T) cmmean(T) dT AMSHAH (11.lla) I

3. Page 167. The units of the coordinates x, y, and z is to be
mentioned, as meters (mi).
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COMPUTER PROGRAM LISTINGS
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SU3ROUTINE EVA•X(Z'¶L,XKOLACR,BCR,CCR,DIPVA,DENL,DIFLW.IFLAG.D,W,
IUS,XN,TWV,CSTM,ZMV,S, SIZMX,T!IAT)

C
C * THIS SUBROUTINE CALCULArES THE TOTAL MASS OF VAPOR PRODUCED WHEN
C WATER MISCIBLE- HIGH VAPOR PRESSURE LIQUID IS SPILLED ON WATER AND
C MIXES WITH TEE WATER DUE TO TURBULENT DIFFUSION.
C
C ****4*IRPUT ARlGUM1ENTS ***~**
C '$ ZML = ASS OF LIQUID SPILLED GtiS
C X•** OL = MOLECULAR WEIGHT OF THE LIQUID SPILLED
C ** ACR = CONSTANTS IN THE VAPOR PRESSURE EQUATION P=10**(ACR-BC
C * BCR -- - - - - --= - - - - - - - - - -

C * CCR = -------------------- ---
C *** DIFVA = DIFFUSION COEFFICIENT OF VAPOR INT AIR AT AMBIENT TEMP
C * DENL = DENSITY F LIQUID AT THE SPILL TEMPERATURE GI/C
C * DIFLW = DIFFUSION COEFFICIENT OF LIQUID IN WATER Cr.*
C $** IFLAG = A FLAG INDICATIRG THE LOCATION OF SPILL (1=STILL WATER,
C * D = RIVER DEPTH (TO BE GIVEN ONLY IF IFLAG=2) C S
C W : RIVER WIDT- ------- ''- ------------ CHS
C * US = AVERAGE VELOCITY OF THE STREAM .. --- CM/
C **• XN = STRFAX ROUGHNESS FACTOR -- t
C 4 TW = WATER TEMPERATURE DEG
C *** CSIM = LISITING VALUE OF THE BOLE FRACTION CONCENTRATION.SUCHTHATTHE
C CONTRIBUTION TO EVAPORATION FROM WATER SURFACE REGIONS BEYOND
C THIS CONCENTRATION IS NEGLIGIBLE.
C

REAL DUMMY
C ** *~ OUTPUT ARGUM¶ENTS *****
C * M, V = hlSS OF VAPOR LIBERATED GFS
C # S = NAXIYUrl DISTANCE IN THE STREkK DIRECTION BZYORD WRHICH TPC
C CONCENSRATION IS EVERYWHERE LESS THAN 'CSTM2. CriS
C * SIZMX = MAXINUM SI7S (RADIUS) OF TIHE SPREAD CBS
C * THAT = TIHE AT WHICH EVAPORATION IS COMPLET, SEC
C

c
DIMENSION FX (200) ,ZM (200)
PI=3.141592654

VO:I=Z3iL/DE4 L

CALL HNTC(DIFVA,XMOL,VOLI,HMP)
GO TO (10,20),IFLAG

10 X=DIFLW
EY=DIFLN I
EZ=DIPLW ,

GO TO 30
20 CALL DISP(W,D,ILAG,T,US,UT,XN:,TP,E,EX,EY,EZ)

30 CALL VAPPR(ACR,BCR,CCRTW,PVAP)
CSTAR=CST*i* (XM2OL/18.)

FIGURE 6B-1 Subroufine EVAMX.
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C ~*CALCULATI01 -s? THE- CHARACTERISTIC C0NSTANTS ***
TlhAT=(i./(LI.*Px) )*(2 .*ZML/(CSTAR*SQRT(ý2('*EY*EZ)))**(

2 ./3.)A=SQRT 0f .*LX*T!!AT)
D=SQRT (4S .*!Y *TFAT)
EIZ'ClI=?I*Av-B1*HSP*PvtAP
ZMC)R =DZ3:CH *THATN

C ** INTE(EATIN PREPARATION ****

11= 101

Do 4~0 1=2,jZ
TO'A=FLO.AT (1-1) /FL.OAT (1-1) I

C ** TOW' IS TllE- NON DIMENSION1AL TIliE TOSE/TITAT. CMAX IS THE ,JAXDRJH
C CONCENTRATION Y.T ANY TIME IN G4I/CM**3

CtiýtiCN'AX/ (C:2AX+XNOL/18.)
i?(TO.4-O.9s) 50,50,60

-'50 C~r 5(C. 1X~-CSTý)/,IALOG (C~iAX/CST?2)
GO To 4~C

4,60 C3ENii=CSTM
40 YX (1) =-i. 5*TOW*CEN'1 *ALOG (TOW)

D~fl=1./LOA(N-i)

C CALL QSY (DTDOW,FX,Z!),N1)

R~ETURNP

FIGURE 6B-1, continued Subroutine EVAMX.
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W ----

C *' SI.ISPSOIIS RULE INTEGRI&TION R1OUT1INE F OR T)ETAILS SEE THE IBM¶MANUAL
C

)BT=.3333333*H

L2=2

L5=5
L6=6
IF (ND14-5) 7,8,1

c ViDIM IS GREATER THAN 5. PEEPAflATIONS OF INTEGRATION LOOP
I SUil=Y (L,2) +Y (L2)

S~nj=SD3~j4SU-vj

SUft2HT* (Y (Ll) -tS875(Y (L3))YL)4.2*YL)YLI)YL)
kUXI2=Y (L4) 4Y (L4)

SUX1=SUX2-I+T-, (Y (0i) +SUX.24Y (L56))

9U.12=Y (L53) +Y (L53)

AUX =7.UX + ,U X
2 (L2) =SUX2-HT* (Y (L.2) +AUX+Y (L4))
Z, (1.3) =sU-fl
2 (1,4) ::S!392
IF (M) IN- 6) 5,5, 2

C INTEGRATION~ LOOP
2 DO0 4 I=7,'?lD1?,2

SU.?12=AUX2
AUX1=Y (I-1) 4y (I-1)

AtIX1=SUII1+1!T* (Y (I-2) 4AUX14X (I))
Z. (1-2) =Stl9 14

3 I)%2=Y (1 iT' (1)

LY2=AUX24AUX2
wnXS2 NTr,(Y (1-1%,+AUX2+Y (I41))

4I Z(1-1)=SUt,2
5 2Z (N D 11- 1) AX 1

Z (NDIM) =AUX2
RETU'RN

6 Z (ND1!M-1) =SOU1i2
2. ()1m) =PUX1
PETURN

FIGURE 6B-2 Subroutine QSF.
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C Er!T) OF II.'TrGRAT:ON\ LOOP
7 •F •.'DIM-3) 12,11,8

C NDII is ESUAl. '0 4 OR 58 SU.32=1 .12541'T* (Y (01) 4Y CL2) 4)f (L2) +Y (L2) +Y (03) +Y (1.3) +Y (L3) +Y 'Ll'))

SUI1=Y (L2) +Y (L2)
SUwi1=s $9S+s53 1
SU.11•1T* (,Y (LI) +SDM1+¥ (L3))
Z (Li) =O.
AUX1=Y (03) +Y (L3)
AUX 1=LUX 1+AUX 1
Z (L2) =SUM2-'T* (Y (L2) +AUX1÷Y (L4))
IF(:pDIh-5) 10,9,9

9 AUX1=Y (L4) +Y (L11)
LUXI=AUX14 7,UX1
Z (L5) -"511S I+!T* (Y (L3) +AUX 1+Y (LS))10 Z (L3) -:S!3MI

7 (L4) -SV12
fMTUR!Z

C VD1:3 IS EQUAL TO 3
11 SUr.l=T* (1.25-Y (LI) 4 Y(L2) +Y (L2) -. 25*Y (L3 ))

SUM 2=Y (L2) + Y (L2)
s.' 2=sU. :, 24 U .S 2Z(L3) =!!T* (Y (Li) +SU,.:2+y (L3))Z (L3) =0.
2 (7.2) =S U M

12 R:ETURN
?ND

IN

Zvi

FIGURE 6B-2, continued Subroutine OSF.
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SUBRUTIE 'I~i('4,D,IFLAG,T,DF,'JT,XN,TP,EEX,EY,EZ)
C * **

C T)PIS SUB~ROUTINE IS CALLED BY THE OILUN SUB~ROUTINE .DISPERSIO'o

C AND TURBULERT DIFFUSION COEFFICIENTS 3E RETURNED BY TEIS SUBRWOUTINE

PI=3. 14159265

GOT (60,7C',80),IFLAG
60 E=O.

C SPL NOANNTIDAL RIVER
7 USTAR=6.716*XN*UF/RH#**(1./6.)

IP(I/D-10.)72, 71,71
'71 Y0*E

72 BY=0.23*0STAR*RH

eO 0STARP=3.9*XN* (2.*UT/PIL)/RF*% (1./S.)
C 4 USTPAE IS BASED ON THE MEAN OSCILLATING FLOW VELOCITY. *

EZ=0 .067*~USTAP.* RU

rE=O. 1*EZ

IF(R/D-100.) 81,82,82
81 EY0. 23* USTI?. !VRH
C TRA!ZSVERSE AND VERTICAL DISPERSION COEFFICIENTS
82 L-V`=6.::-DtUSTAR

ET=0.011,ýO.O25* (UT-IT/B) 442
TPV=T/ (D"-*2/EZ)
TPT=T/ (B**2/EY)
IF(TPV-1.) 83,83,84

83 Go To85
Bit IF(TB-. 85,95,86
85 E=EV

GO TO 87
86 1£ET
87 ItETURN

END

FIGURE 68-3 Subroutine 0151'.
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COMPD S

C MANUAL 2 DATA PILE.

C **41*NPUTS
C
C Al THE MIOLECULAR WEIGHT OP TH2 CHEMIICAL
C TA AM~BIENZT TB3P!ýRATURE,DBGREBS C
C DE 4L B THE DENSITY OP THE LIQUID AT ITS BOILING POINT,GM1/CM**3.
C
C ***OUTPUTS

C D)IPCO THE DIFFUSION CORFF!CIENT1C5**2./SEC

VB=29 .9**. 33333

RMO=29 .0
Vl=Ah/DENLEB
T= (TA +27 3.2) * *1. 5

S2= ((VA**. 33333) +VB) **2.
DIFCO--.0043* (T/S2) *S I

FETUflNI
IND

SUTBROUTINB2 Hr1TC (IFCO,XHOL,VOLI*,HiP)

RVAP=B2.057/XKOLA ~ SCiI:S=ANU/DIFCO
VELOC= 4~50.
llLYl,= (VELOC*7LL) /A!.U

I1.'BR=(1. 328* (REY\**. 5) *DIFCO'* (SCH!,**,.3333)) /AL
GO TO 3

2 tDhlt= (.0374DIrCO* (SCU?5** .3*333) O (REYUI**O .8)) /AL
3 lP=H1PAR/ (PVAP*Ti~m)

END

FIGURE 6B-3, continued Subroutine DISP.
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CHAPTER 6 - LIST OF SYMBOLS

a(t),b(t) Semi-axes for elliptical regions of pollutant concen-
tration, within which the pollutant concentration is
greater than the limiting concentration (cm or m)

c concentration of pollutant (g/cm3 )

cm - concentration of pollutant as a molar fraction

cm* = limiting molar concentration

cmmax = maximum pollutant concentration at any time

Cmmean = a theoretical mean concentration of pollutant

D - diffusion constant (cm2/s)

ex, ey, ez = turbulent diffusion coefficients (cm2 /s)

f - fugacity of gas (dyne/cm2 )

f= fugacity of a component in solution (dyne/cm2 )

h mass transfer coefficient (s/cm)

K - temperature (cK); constant for
evaporation

m = total mass of vapor liberated (dimensionless)

rh(-r) = rate of vapor liberated (dimensionless)

M - mass (g)

M rate of mass change (g/s)

N - number of moles

p - total pressure5; partial vapor pressure of liquid at
the water surface (dyne/cmz)

p partial pressure (dyne/cm2 )

p' - vapor pressure (dyne/cm2 )

P pressure in tanks (dyne/cm2 )

R - universal gas constant (erg/g-mole *K)

t = time (s)
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^ = time beyond which the pollutant concentration is less
t than the limiting concentration (s)

T= temperature (*K)

v = molal volume in pure state (cm3 )

v= partial molal volume (cm')

V volume (cm3 )

x = mole fraction (dimensionless); coordinate (cm)

y - coordinate (cm)

z - coordinate (cm)

V2  = Laplacian operator - +- + - (1/cm2)

p = density (g/cm3 )

vi = molecular weight (amu)

T = modified time variable I
Subscripts:

c : cargo

k = k th component in mixture, k = 1,2, 3,.

liq = liquid

v = vapor

w = water
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7 1
CHAPTER 7

RADIATION VIEW FACTOR MODEL

INTRODUCTION

The Radiation View Factor Model is designed to compute the view factor
between a fire and a receptor. This model corresponds to the documentation
in Chapter 13, Radiation View Factor between an Inclined Flame and an Arbi-
trarily Oriented Surface in Space, of the Assessment Models in Support of the
Hazard Assessment Handbook (AMSHAH) [1]. The correspoinding computer code• ~in the Hazard Assessment Computer System (HACS) [2] is unde the executivesubroutine MODB2 which utilizes the following computational subroutine: SVIEW.

The factors influencing the value of the view factor between any finite
surface and an infinitesimal surface are the size and shape of the finite
surface, and the position and relative orientation of the infinitesimal sur-
face with respect to the finite surface. A fundamental assumption in model-
ing both jet flames and pool fires is to treat the envelope of the flame from
the fire as a tilted right circular cylinder. Radiation flux incident on the
receptor, rather than the total heat transfer, is of interest; hence the
receptor is modeled as an infinitesimal receiving surface. The inclination
is because of wind effects for pool fires and the angle of emission for gas
jets. The radius, length,and inclination of the equivalent right circular
cylindrical flame are obtained as inputs to this model from the outputs of
other flame models of HACS. The view factor is based on calculations from
analytical expressions derived for the view factor between an inclined right
circular cylinder and a receptor placed downwind facing the flame directly,
and inclined at the same angle as the flpme. The Radiation View Factor Model
should be designed so as not to give an uiderestimate of the view factor
between a flame and a receptor so that damage estimates would be conservative.

A problem in the Radiation View Factor Model is that the general analytical
expressions derived for the view factor- from an inclined right circular clyin-
drically shaped envelope of the flame to any arbitrary infinitesimal receptor
at any position and in any orientation -in AMSHAH are not computer coded in
the corresponding computer subroutine SVIEW of HACS. Instead. SVIEW utilizes
a simplified version of Lhe analytical results, with the limitations that the
receptor be downwind of the flame and inclined at the same angle to the vertical
as is the flame. These analytical limitations on the receptor position (down-
wind) and orientation (facing the flame and inclined at the same angle to the
vertical as the flame) may not give the maximum value of the view factor between
a flame and a receptor, for a given distance between the center of the base of

[1] Department of Transportation, U.S. Coast Guard, Assessment Models in
Support of the Hazard Assessment Handbook (CG-446-3), (AMSHAH),
CG-D-65-74, January 1974.

[2] Arthur D. Little, Inc., Hazard Assessment Computer System, User Manual
(HACS), Cambridge, Mass., December 1974.
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the flame and the receptor. Thus, contrary to a comment card in the HACS pro-
gram, the maximum flux at a given location is not necessarily computed. The
problems in the model would have given unrealistic sensitivity coefficients,
hence a complete sensitivity analysis was not performed. The symbols and refer-
ences are listed at the end of this chapter.

ASSUMPTIONS AND APPROXIMATIONS

There are various assumptions and approximations, both explicit and
implicit, in the development of the Radiation View Factor Model used in

AMSHAH and in HACS.

The assumptions in AMSHAH are:

1. The flame envelope is in the shape of a tilted right circular
cylinder.

2. The view factor between the flame and the receptor may be computed
only on the basis of the sides of the cylindrical envelope, since
the contributions from the ends of the cylindrical envelope are
small and hence negligible.

Additional implicit assumptions in HACS are:

3. The receptor is placed directly downwind from the flame.

4. The receptor is at the same level as the base of the flame.

5. The receptor and the flame are both inclined at the same angle to
the vertical.

6. The receptor is c'iented to face the flame, the normal to the
receptor surface intersecting the axis of the flame.

The implications and physical realism of these assumptions are briefly
discussed in the following.

1. Tilted Right Circular Cylindrical Flame Envelope. The assumptions
of a tilted right circular cylindrical flame envelope, as shown in Figure
7-1, have been discussed in the Thermal Radiation from Flames Mod'1,
Chapter 5 of this report. In short, the assumption of a right c cular
cylindrical flame envelope is valid for fires that are "reasonabLy regular,"
i.e., if the longest dimension along a side of the fire is not more than
about four times the shortest dimension. In such cases the equivalent dia-
meter of these fires, as represented by the hydraulic diameter, will provide
a reasonable representation of the fire.

2. Major Contributions to View Factor is from the Cylindrical Sur-
faces. The second major assumption in AMSHAH is that the major contribu-
tion to the view factor is from the cylindrical surface of the flame
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envelope and the contribution from the top end surface is negligible. The
contribution of the top end of a cylindrical flame to the view factor (between
the cylindrical flame and an infinitesimal area of a receptor) is about a
maximum of one-hundredth of the contribution from the cylindrical surface (for
the ratio of 1/6 between the radius and the length of a cylindrical flame).
Hence this assumption seems valid.

3. Receptor is Downwind from the Flame. The analytical derivation in
AMSHAH is a general derivation and in HACS a limitation was placed of
positioning the receptor in the downwind direction only. For positions of
the receptor near a fire, the maximum heat flux received by a receptor on X
the same level as the base of the flame is in the downwind direction, as
the flame would be to the side of the receptor and also above the receptor.
Hence this approximation seems valid for positions near inclined flames.

4. The Receptor is at the Same Level as the Base of the Fla,1e. This
is another implicit assumption made in the computer coding in HACS and hence
limiting the generality of the analytic derivations of AMSHAH. This would
be a good assumption for large fires that break out on water and for recep-
tors on the surface of the water.

5. Receptor Inclination Equal to the Flame Inclination. Another
limitation imposed on the general analytical expressions of AMSHAH is that
the angle at which the receptor is inclined to the vertical is always equal I
to the inclination of the flame with the vertical. This assumption would
not normally give the maximum heat flux received by the receptor and hence
is a limitation on the predictions of maximum heat received by receptor.

6. Receptor Orientation to Directly Face Flame Envelope. An implicit
assumption of HACS is that the receptor directly faces the flame; that is,
the normal to the surface of the receptor would intersect the axis of the
right circular cylindrical flame envelope. This particular orientation is
a limitation on the general orientation of the receptor in the analytical
analysis of AMSHAH. It is the orientation in which the maximum possible
radiant thermal flux would be intercepted by the receptor, for a particular
distance of the receptor from the center of the base of the flame envelope
(the receptor being downwind).

ERRORS AND INCONSISTENCIES

Differences Between AMSHAH and HACS

The main differences between AMSHAH and HACS are that there are many
limitations assumed implicitly in HACS which are not mentioned
in AMSHAH and these limitations give different expressions for the view
factors. These new expressions for the view factors are computer coded
but are not expressed explicitly in the corresponding documentation of AMSHAH.
One particular serious limitation is keeping the receptor inclination with
the vertical equal to the inclination of the flame envelope with the
vertical. This would, in general, not give the maximum view factor between
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the flame envelope and the radiator. Another limitation in the computer
coding of HACS is the implicit assumption of positioning the receptor in the
downwind position. For inclined flames, the view factors at positions that
are crosswind may be greater than for positions downwind--for equal large
distances from the center of the base of the flame--as the crosswind locations
have a larger projected area of the flame envelope as compared to the positions
downwind of the flame envelope. In Appendix 7C (Figure 7C-7) is a flow chart
of the subroutine SVIEW of HACS and comparing the subroutine with the documen-
tation of Chapter 13 and Appendix to Chapter 13 of AMSHAH, we note that the
general analytical procedure developed in AMSHAH is not computer coded in the
corresponding subroutine SVIEW of HACS. Subroutine VRCYL mentioned in the
flow chart of AMSHAH is not called and does not exist in the corresponding
computer coding of HACS that is currently available.

Coding Errors

Some variables, e.g., PF, are defined in the computer coding but are not
used subsequently. Some other variables, e.g., RT and XM, are defined twice in
the same set of computer statements without having any intermediate branch-
ing points which might have revalued these variables selectively.

Typographical Errors

The typographical errors in AMSHAH are listed in Appendix 7D.

ACCURACY ASSESSMENT

The following is an accuracy assessment for the View Factor Model. An
assessment is made for each of the assumptions in AMSHAH and HACS.

The tilted right circular cylindrical flame envelope assumption is for
fires that are "reasonably regular." For such fires, the equivalent di-
ameter is represented by the hydraulic diameter, which is given by

_4 x (area of base of fire)Hydraulic Diameter (perimeter of base of fire)

As stated earlier, the assumption of a cylindrical flame envelope has
an additional implicit assumption that the view factor characteristic curve
(view factor versus distance of receptor from center of base of flame)
would be the same for the real fire and the assumed cylindrical envelope.
This would not be correct at points other than at which the actual flame
view factor characteristic and the cylindrical flame envelope view factor
characteristic are matched. The differences between the modeled view
factor prediction and the actual view factors would be expected to vary
more for the same variation of distances when the receptor is closer to the
flame. When the receptor is far from the flame, it is expected that the
matching of the characteristics would be such as to obtain identical
asymtotic behavior for the predicted view factors and for the actual view
factors, because, when the receptor is at a large distance from the flame,
the geometric details of radiating objects becomes relatively unimportant.
Cylinders, rectangular prisms, and cones will all appear to be line sources.

7-4



Rein, Sliepcevich and Welker [3] have taken the flame envelope as an
inclined circular cylinder with the top and bottom ends horizontal, as
shown in Figure 7-2. In the modeling of the inclined flame as a cylinder
with horizontal ends, the top and base become ellipses with semi-minor
axis equal to the radius R of the cylinder and the semi-major axis
being (R sec 0), where 6 is the angle of inclination of the flame envelope
to the vertical. As the flame tilts more due to greater wind velocities,
the angle of inclination, 0 , with the vertical increases and the semi-
major axis (R sec 0), also increases. Rein et al. mention that the increase
in the base length causes this cylindrical model to approximate the flame-
receptor situation more closely than if the base length were not increased
because the flame actually trails downwind from the fuel source due to the
action of the wind. Hence modeling with horizontal ends will give morerealistic view factors than the AMSHAH model.

In order to evaluate the contribution of the cylindrical surfaces to
the total view factor between a flame and a receptor, Table 7A-l of
Appendix 7A is constructed. This table presents a tabulation of the view
factors of cylindrical surfaces for flame inclination of 450 for (R/L) =
(1/6). The tabulated results are from calculations done by the computer
program SVIEW, the analytical procedure of AMSHAH, and the results of Rein
et al, and because of the differences of the different methods used, the
values for the view factors are slightly different. To be able to assess
the effect of the top end surface of the flame envelope on the view factor,
an analysis is presented in Appendix 7B of this chapter wherein an approxi-
mation of the maximum possible view factor is determined from the total area
at the top end of an inclined right circular cylindrical surface to a recep-
tor inclined such that the normal to the receptor passes through the center 5
of the top end surface. Values of the view factors for different inclina-
tions of the flame and for different distances from the base of the flame
are tabulated in Table 7B-i for ratios of cylindrical flame envelope radius
(R) to length (L) of (1) and (1/6). Comparison of the view factors from
Tables 7A-l and 7B-l are given in Table 7A-2 for (R/L) = (1/6), and this
shows that for the same equivalent distances of the receptor from the flames,
the contribution of the top end is about a maximum of one-hundredth of the
contributions of the cylindrical surfaces and this ratio further decreases
as the distance between the receptor and the flame increases, for flames
inclined at 450 to the vertical. The actual ratio of the contribution is
expected to be lower than the one-hundredth value mentioned above for the
case of maximum view factor for a given receptor-to-flame distance. This
is because the contribution to the receptor from the top end will decrease
when the receptor is inclined to give the maximum overall view factor from
the cylindrical surface as well as the top end surface of the inclined right
circular cylindrical flame envelope. From the above analysis, it seems
reasonable to neglect the effect of the top end surface on the view factor.

[3] Rein, R. G., C. M. Sliepcevich, and J. R. Welker, "Radiation view

factors for tilted cylinders,"J. Fire Flammability.l:140-153, 1970.
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Locating the receptor downwind from the flame is a limitation on the
analytical derivation in AMSHAH for any general location of the receptor.
At distances close to the flame, positions of the receptor which are down-
wind are expected to receive the maximum radiant heat flux because these
positions would be closest to the entire flame length, but for flames
that are inclined and for positions that are distant from the flame base,
positions crosswind may give greater view factors because positions that
are at crosswind locations "see" a larger projected area of the flame as
compared to positions that are downwind. The general analytical expressions
of AMSHAH, if computer coded into HACS, would give the precise view factors
for locations that are crosswind for relatively large distances between the
surfaces. The ability to treat crosswind locations should be incorporated
into the modeling, since conservative estimates of damage are not assured by
considering only downwind positions.

The receptor being at the same level as the bases of the flame is a
good assumption for tall fires because in general, most receptors are at
only a small height above the base of the flame. It should also be noted
that for small distances of receptors from the base of inclined flames,
any increase in the height of the receptor from the base of the flame would
bring the receptor closer to the flame and would hence make the view factor
larger and hence the estimates of SVIEW would not be conservative estimates.
This is because there is no provision in SVIEW to account for a receptor
being higher than the base of the flame. There could be instances of near-
by cargo vessels and harbor structures that would not be at the same level
as the flames burning on the water and HACS would not give accurate predic-
tions of radiant thermal flux to such receptors.

The assumption of the receptor inclination being equal to the flame
inclination is a severe limitation on the View Factor Model because at
only one particular distance of the receptor from the base of the flame
will the receptor, having the same inclination as the flame, receive the
maximum radiant heat flux (because the maximum view factor for different
inclinations, at that particular distance, would be at the same receptor
inclination as the inclination of the flame). Even for vertical flames
(when there is no wind) a receptor inclined at the same angle as the
flame (i.e., the receptor is vertical) would not receive the maximum
radiant thermal flux. The radiant flux received by a vertical receptor
would approach asymptotically the maximum flux that can be received at any
particular distance only as the distance from the receptor to the flame
increases.

The radiant thermal flux received by a receptor inclined at the same
inclination as the flame - as computed by HACS - can be compared to the
maximum radiant thermal flux received by a receptor inclined to receive
the maximum radiant thermal flux. The comparison can be as a ratio of
the HACS computation to the maximum value. This ratio would change in
value as the distance of the receptor from the flame is increased. The
ratio would be unity for a receptor at the surface of the flame envelope.
As the distance between the receptor and the flame increases this ratio
would decrease from unity to some lower value, then increase to the maxi-
mum of unity and then finally decrease asymptotically to a value of
approximately the cosine of the angle of inclination of the receptor.
This behavior is clearly seen in Figure 7-3.
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In the computations for Table 7A-1, the model used by SVIEW has the
receptor inclined at the same angle to the vertical as the flame envelope is
inclined to the vertical. The analytical results of AMSHAH and the numerical
results of Rein et al. are the view factors between the inclined cylindrical
flame envelope and a vertical receptor. A comparison of the results shows
that the values of the view factors as predicted by SVIEW are larger than
the analytical results For small distances between the receptor and the
flame ei.,elope -up to (X/R) <6. For greater distances between the recep-
tor and the flame envelope the model from SVIEW gives lower values of the
view factors, up to 30% lower than those of Rein et al. This is to be
expected because the inclination of the receptor to the vertical is the
same as the inclination of the flame envelope to the vertical and for small
distances between the inclined flame and the receptor, the receptors "see"
more of the flame as compared to the vertical receptors. The model in
SVIEW does not consider locations which are crosswind where the view fac-
tors can be greater than for locations downwind for the same distances
between the receptor and radiator. Because the values given by SVIEW for
the view factors for a given distance from the receptor to the radiator
are not the maximum; hence using SVIEW without receptor modifications
would not give consistent conservative results.

The assumption of the orientation of the receptor to be such that the
normal to the receptor - placed downwind - would intersect the axis of the
cylindrical flame envelope is valid to obtain the maximum view factor
between a flame and a receptor. Any variation of the orientation of the
reeptor would decrease the view factor between the flame and the receptor.
This lower value would then not be a conservative estimate.

SENSITIVITY ANALYSIS

For a complete sensitivity analysis to be performed for determining
the view factor from the flame envelope to a receptor not only the inputs
to the subroutine SVIEW but also other factors would have to be considered.
The inputs to the subroutine SVIEW are:

1) The length of the flame envelope, L;

2) The radius of the flame envelope, R;

3) The inclination of the flame envelope, 0, with the vertical ;

4) The distance of the receptor from the center of the base of the

& flame envelope,

In addition to the above, some more factors have to be considered as
these are the implied assumptions and would affect the view factor that
would be computed. The additional factors in the sensitivity of the view
factor model are:

5) The inclination of the receptor;

6) The orientation of the receptor;
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7) The position of the receptor at a position other than a down-
wind location;

8) The level of the receptor compared to the level of the base of
the flame envelope;

9) The shape of the flame envelope.

Each of the above factors would contribute to the view factor between
the flame envelope and the receptor. For a realistic sensitivity analysis
to be performed, all of the above factors are to be analysed in the complete
model. Any coefficients obtained from a sensitivity analysis for view
factors as modeled in HACS with many limitations would not consider the
more critical coefficients of receptor inclination for maximum radiant
thermal flux received by the radiator and for crosswind positions of the
receptor and hence the sensitivity coefficients would not be realistic.
For these reasons, a sensitivity analysis for the subroutine SVIEW was not
performed.

J SUMMARY AND RECOMMENDATIONS

The general model developed in AMSHAH would give the view factor between
a receptor, which can be located anywhere and oriented in any direction, and
a flame, its envelope being modeled in the shape of an inclined right circular
cylinder. The effect of the top end surface on the view factor was analyzed
for a flame length to radius ratio of six, with 450 inclination of the
flame; the contribution of the top end surface was less than one hundredth
of the contribution from the cylindrical surfaces. This shows that the
assumption of neglecting effects of top end surface on the view factor
seems to be justified. Limitations on the position and orientation of the
receptor were made in the corresponding computer coding of HACS (subroutine
SVIEW). The major limitations being that the receptor is inclined to the
vertical at the same angle as the flame envelope is inclined to the vertical.
Another limitation is that the receptor is only in a downwind position from
'the base of the flame. Because of these limitations, consistent conserva-
tive estimates of the radiated thermal flux from the fire to the receptor
cannot be obtained. It is recommended that variations in the receptor
inclination be taken into account to give a local maximum view factor. It
is also recommended that positions of the receptor other than downwind
locations -especially crosswind locations-be investigated to enable the
computation of the maximum values of view factors for a given distance from
the receptor to the center of the base of the flame envelope.
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@ISAPPENDIX 7A

:•- TABLES OF VIEW FACTORS

TABLE 7A-1 View Factor,. = 6, O = 45°, Receptor Vertical

-g SVIEW [1] Figure 13.6 "

0.518 0.39 0.40

v 0,213 0.18 0.18

6 0.1619 0.13 0.155

8 O. 0890 O. 088 O. 10

10 O. 0501 O. 055 O. 065

14 O. 0200 O. 024 O. 03

17 0.01198 0.016 0,017

20 O. 00790 O. Ol 0 O. Ol 2

S28 O. 00347 O. 0046 O. 005

40 O. 00152 O. 0021 O. 0021

R : radius of cylindrical flame
X = distance of receptor from nearest edge of flame base
L = axial length of the flame
0 = inclination of flame with vertical by wind

SDifferent methods were used by SVIEW, AMSHAH • d Rein et al. [3] for

obtaining the view factors. Because of the differences in the methods,
the values for the view factors are slightly different.
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TABLE 7A-2 Comparison of View Factors from Cylindrical Surface
and from Top End Surface of Inclined Right Circular
Cylindrical Flame Envelope to Receptor at Same Level
as Base of Flame (Flame Inclination 450, R/L = 1/6)

View Factor from Cylindrical Surfaces Approximate
_ View Factor

R SVIEW [1] AMSHAH [2] Rein, et al. [3] froTopEnd
______________Surface

2 0.518 0.39 0.40 0.0036

5 0.213 0.18 0.18 0.00086

10 0.0501 0.055 0.065 0.00021

20 0.0079 0.010 0.012 0.000051
40 0.0015 0.0021 0.0021 0.000012
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L APPENDIX 7B

EFFECT OF TOP END OF RIGHT CIRCULAR
INCLINED CYLINDRICAL FLAME ENVELOPE ON VIEW FACTOR

The effect of including the top of a right circular cylindrical flame
envelupe on the model for the view factor to a receptor on the ground is
investigated on the basis of projected areas. This investigation would
give close to the maximum effect on the view factor as it assumes the
receptor to be oriented in such a manner that the normal to the receptor
passes through the center of the top end surface of the inclined right
circular cylindrical flame envelope. The projected area in any direction
is given by equation 7B-1, see Figure 7B-1.

(Projected Area) : (Actual Area) x (cos y) (7B-1)

where y = angle between the normal to the area and a line drawn from
the center of the area to the receptor

The receptor is placed on the ground, as at C in Figure 7B-2 and for
the receptor to see the top surface of the inclined flame AB, AC has to be
greater than AD, where AfD is a right angle. From trignometrical relations
applied to Figure 7B-2, the following expressions are obtained.

X= AD AB cosec 6 = L cosec e ; let n, = X1/L.

BC = M = /AB2 + AC2 - 2 (AB) (AC) (cos BAC)

M A /k2 +X2 -2(L) (X) (sin e)
(7B-2)

L/ 1 + (X/L) 2 - 2 (1) (X/L) sin 6

M - L/1 + n2 - 2 n sin 6, where n -X/L

n2 [-- = 1 n+ n2 -2 n sine
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AB L = Axial length of flame

BC M : Distance of receptor from top surFace of inclined right I
circular cylindrical flame

CA X = Distance of receptor from base of f iQ:,

AD X1 = Distance of receptor from base of flame, beyond w.hich the
top surface of cylindrical flame starts contributing tu
view factor from flame to receptor

ABE 0 = Inclination of flame to the vertical, due to wind

FBC y = Angle between normal to top surface of inclined right
circular cylindrical flame envelope and a line joining
the center of the top surface to the receptor

ABC 6

ABD = 900

DBC = -90

a =90*- -Y

n ~X/Ln =XIL
nI- XI/L.

n2 M/L = BC/AB

FIGURE 7B-2 Effect of top surface on view factor.
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From AABD,

-Xi AD AB cosec ADB : L cosec 0

n, _ L = cosec (7B-3)

From AABC,

[sin AB~ [L [n BAG

LAC j LBC

sin ABC = sin BAC

Sx_
i.e. sin a sin (90-6) Xcos 0, but sin B = sin (180-)= sinM

n L cos 0

LV I"+ nz - 2 n sine
nI cos 0

sin -y A / + nz - 2 n sin 0

cosy Y 1 -sin 2 y

r? co& 0•'_ ] - +i'+ - 2 nsin e
•= /1 + n2  " 2 n sin 0 - n2 cos 2 0

1 + n2 - 2 n sin 0

I / - 2 n sin e + n2 (1,- cos2 0)

1 - 2 n sin6+ n2

[Cos i - 2 n sin 6 + n2 sint 61 - Projected Area (78[ - 2 n sin 6 + n2  LActual Area _)
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,=;The view factor FdA 'A from a surface A2 to an elemental surfaceI ~ dAl is given by equation'(TB-l). •

• _ 1 •~ Cos 01 Cos 02 d2(B5FdAA - - (B-5)

S--,Uti~ 4i2 ~ A2

where

A, = area of receptor

A2 : area of radiating surface

01 = angle between the normal to the receptor A, and the line joining
the receptor to the elemental area dA2 on the radiating surface

02 = angle between the normal to the elemental radiator dA2 and
the line joining the receptor to the elemental area dA2 on the
radiating surface

r : distance of the receptor from the radiator

R = radius of inclined right circular cylindrical flame envelope

The top surface of the right circular cylindrical flame envelope is
flat and for obtaining our results, we have assumed that the receptor is
oriented in such a manner that the normal to the receptor passes through
the center of the top surface of the flame, thereby giving the maximum view
factor from the top surface of the flame. The total area of the top sur-
face (A2 = 7r R2 ) is considered and the values of the. aiigles are based on
fixed orientation for the normal to the top of the flat flame surface
(dependent on e) and for the normal to the receptor pointing to the center
of the top surface of the flame (dependent on 0 and x). This gives, as an
approximation, constant values of 01, 02 and r and hence the equation (7B-5)
is simplified for the total area of radiator and unit area of receptor.
Since Gi : 0 and (cos 00) = 1,

FdA 1 CO e2 [c " _x 7r (7B-6)
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Here r is equivalent to BC which is M; e equivalent to y of Figure 7B-2.

The expression for the view factor can ,.ow be expressed in terms of the
symbols of Figure 7B-2 to obtain

D2cosy _ -2 n sin 0 + n2 sine0
FdAA-A2 M' 1 - 2 n sin 0+ n! .

x Z (1 - 2 n sin 0 + n )2 x Rs

S (1 - 2 n sin 0 + n

( )2 [ 1 2 n sin e + n 2 Sin2(7 -)3FdAI÷A2  n) l 2nsin0+ n2 )/ (7B-7)

The values of nI, n2 , cos y and FdA..,.A2 (for R/L = 1 and I/6)are tabulated
in Table 7B-l for different values of 0 and n. From the equations and from
the tabulated results it can be seen that for a given flame inclination, the
view factor first increases with the distance of the receptor from the base
of the flame (and X > X1) reaches a maximum, and then decreases. This is
because of the initial rapid increase of the projected area. Then, the rate
of increase of the projected area decreases and the reduction in the view
factor by the square of the distance between the surfaces becomes larger and
the view factor first levels off and then starts decreasing, asymptotically
approaching the value nf zero for large distances between the two surfaces.
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TABLE 7B-1 View Factors of Top Surface of Inclined
Right Circular Cylindrical Flames

2 .
S-U a) SUeS- S.-O W S.-

co 0. 0. 4-C 0 4- C (a 0
S0 0 -- U PU- 4-

S- Inr. CL"0
0 u ) S O..- S0 (1) 0 ,L O a) 0 U S-- a

4- 4-4- S.- > 0 0 r-- >4-0) C . 0 "•-3 r• DI .

00 4-) 4.-) .M- r- UP4r- a) - 4- r- "1

0 L).- LLI CL• 0-:4- U : ,J-- =l~--- (a -- "(.--

eq. 7B-3) n aeq. 7B-2) eq. 4-4(eq.[7B-7) (eq. -B-7)

Sa) 2.0 2 1. 732 0. 0000 O 0000 0 0. 0000

S0 9.539 0.4193 0.0046 0.00013
S20 19.519 0.4611 0.0012 0.000034

S40 39.509 . 4809 . 00031 . 0000086

r-- S-4 a0S vS

÷450 1.41 1.5 1.062 0.0571 0.0506 0.0014
®•2 1.474 0.2811 0.1294 0.00365 4.351 0. 5828 0.0308 0. 00086

1-0 9.320 0.6514 0.0075 0.00021
20 19.306 0.6807 0.0018 0.000051

40 39.299 . 6943 . 00045 O. O00012

i•60° 1.15 1.2 0.6013 0.0652 0.1805 0.0050
1.5 0.8074 0.3704 0.5681 . 158
2 .239 0.5907 0. 3846 0.0 107 7-
5 4.164 0.7997 0.0461 0.0013

10 9.148 0.8374 0.0100 0.00028
20 19.141 0.8527 0.0023 0.000065
40 39.137 0.8596 0.00056 0.000016
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APPENDIX 7C

SUBROUTINE SVIEW

The computations of the subroutine SVIEW of HACS are documented in this
Appendix. These are used for computing the view factor between an inclined or
vertical right circular cylindrical flame envelope and a receptor placed on the
same level as the base of the cylindrical flame envelope; the receptor being
downwind from the flame, facing the flame, and the receptor being inclined
to the vertical at the same angle as the flame is inclined to the vertical.
This documentation is not in AMSHAH because the analytical model developed
in AMSHAH is not computer coded in HACS.

The subroutine SVIEW calculates the view factor from a receptor on the
same level as the cylinder base to the cylinder, the cylinder being either
vertical (Figure 7C-1) or tilted toward the target. However, when the
cylinder is tilted toward the target, the analysis is correct only when
the target is also tilted to the same extent as the cylinder so that it is
parallel to the axis of the cylinder. SVIEW considers three major cases
for the loration of the receptor in the case of the tilted cylinder:

1. (S-RT) negative, where S is the distance of the target from the
center of the base, with the cylinder being upright, and RT is
the radius of the cylinder

2. (S-RT) zero

3. (S-RT) positive

Neither case 1 nor 2 is considered by the HACS program. Case 3 is programmed
correctly.

The three conditions for the flame angle are analyzed in the following:

A. No Wind: Angle 0 =0

When there is no wind, the flame inclination 0 is zero, and control
passes to statement number 42 after initially defining some constants and
determining some variables. In the following, the right hand sides of the
expression have been modified for 0 = 00.

42 EXC = S
D = S/RT
HFl = 0.0
HF2 = HF
GO TO 95
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FIGURE 7C-1 Equivalent vertical cylindrical

flame envelope and inclined receptor.
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ELV2 0.0 + (H/RT

A2 =(jD.~I) + (HF/RT)2

ARGAl =0.0.

ARGAR2 HFR

ARG131+1)2 x (D-1)
ARGFD+ I o~) x (041)

ARGB2 =/[(D~ii) + (HF/RT) x (D-1)/, [(D-1) + (HF/RI)2  x(D+l)

ARGC = /(D-1 )/(D+1)

Fl ta1n-3.1416*0 aD. . .

F2 ta1-' HU/RT+ (HF/RT)*
3.1416*0 a- /7 3.1416

{(D1) +(HF/RT) 2}{D}1)

[....(+)2+ (~F) 2  
- 2D (H/Tj*

tan- I{D+ 1) + (HF/RT) 2 (D-1) 1H F/ an
0J+1)2 + (RT)2}(I)

Then control passes to statement number 117

117 VF =F2+F1

Since Fl =0.0, VF=F2.
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Blackshear [4] has different symbols which are related to those in
SVIEW by:

SVIEW Blackshear

S/RT - D
HF/RT - L
(D+I) 2 + (HF/RT) 2  = A
(D-l) 2 + (HF/RT) 2  = B
VF = F12
3.1416 = 7

Therefore,
L + A-2Dtal 1

F,2  = --- tan-" (L L F -tan- A 1 tnD--'-lt

This is the same expression as given in Blackshear [4'.

B. Windy: Angle 0 < 0'

For THETA <0, the program will calculate the vitw factor as for
THETA = 0.0. However, THETA is an input to the subrcrtine SVIEW from the
subroutine FLMAN and the latter subroutine computes unly positive or zero
values of the flame tilt angle. Therefore THETA <0 would not occur. A
better programming method would be to report an error for inputs of THETA<O.

C. Windy: Angle 0 > 00

For THETA >0, control passes to statement number 43.

XC = (S-RT)COS e
EXC = RT+(S-RT)COS e
D = l+((S-RT)/RT)COS 0
HFA : (S-RT)SIN 0
HFB = HF-(S-RT)SIN 0

Depending on (S-RT) being negative, zero, or positive, control trans-
fers to statement number 105, 205, or 305 respectively, to calculate HFI
and HF2.

[4] Blackshear, P.L. (ed.), Heat Transfer in Fires, john Wiley and
Sons, New York, 1974.
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Case C.I: (S-RT) is negative

105 HFl = -(S-RT)Sin 0
HF2 = HF-(S-RT)Sin 0

From Figure 7C-2 it can be seen that HFl -PN and HF2 = HF-PN. Once HFl
and HF2 have been determined, control passes to statement number 95. Then
the variables needed for determining Fl and F2 are calculated as above.
For a vertical cylinder,D is the dimensionless distance (S/RT) of the
differential area from the axis of the cylinder. The same value for the
tilted cylinder (for this case) would be (QP/RT).

QP = OR-NR

: RT + (S-RT)Cos 0

FE :I 1 + (S-RT) Cos 0
RT RT

where RT is the radius of the cylinder. The expression for [QP/RT] here,
is identical to D in the computer coding. Fl and F2 are calculated after
the calculation of HFl, HF2, and D by using the same equations which hold
good for the vertical cylinder with the differential area being vertical
and normal to the y axis (Figure 7C-l). For Figure 7C-2, the analytic
equations for the case in Figure 7C-l would not apply. The analytical
expressions to determine the view factor are for X>O. The model in HACS
was not designed to compute view factors when the receptor is inside the
flame. When X is negative, the computer program would try and determine
a real root of a negative number, resulting in an error. Hence only posi-
tive values of X are simulated in the View Factor model. After the calcu-
lation of Fl and F2, control passes to statement number 118.

VF = F2-Fl

= (view factor due to height HF+PN)-(view factor due toheight PN)

Case C.2: (S-RT) is zero

D =1
HFI = 0.0
HF2 HF

Control then passes to statement number 95, to evaluate the variables to
be used in Fl and F2. Then control passes to statement number 116 according
to which

VF = F2

= (view factor due to the height HF)
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FIGURE 7C-2 Case C.1: (S-RT) is negative.
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It should be noted that the view factor should approach 0.5 for a vertical
cylinder as (S-RT)÷ 0, and when (S-RT) = 0, the computer coding tries to
determine a real root of a negative number, resulting in an error.

Case C.3: (S-RT) is positive

Three cases arise under this according to the program:

1. ((S-RT)-HF/' in e)<O(Figure 7C-4). Control passes to statement
number 405.

HF1 = HFA = (S-RT)Si, 0
HF2 = HFB = HF-(S-RT)Sin 0
GO TO 95

The parameters for calculation of Fl and F2 are evaluated and then
Fl and F2 are calculated. Then control passes to 45; since
(S-RT) >0, control branches to statement number 90. For (X-XF) <0,
which is identical to((S-RT)-HF/Sin 6) less than zero, we have

VF F2+Fl, (statement number 117),
(view factor due to height OQ) + (view factor due to height
QT)

2. ((S-RT)-HF/Sin 6)= 0 (Figure 7C-5). Control passes to statement num-
ber 605. We have from the subroutine SVIEW

HF2 = HF
HFI = 0.0

After Fl and F2 are calculated as in case 1, we have by statement
number 116.

VF : F2

= (view factor due to heiaht HF)

3. ((S-RT)-HF/Sin 0)>0 (Figure 7C-6). Control passes to statement num-
ber 705. Accordingly

HFI = (S-RT)Sin 0
HF2 = 1r + (S-RT) Sin 0

Finally, from statement number 119,

VF = Fl-F2
= (view factor due to height OQ) - (view factor due to height

TQ)

The calculation procedure in HACS is shown in Figure 7C-7, where a com-
plete flow chart is presented. The computer listing for subroutine SVIEW is
presented in Figure 7C-8.
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FIGURE 7C-4 Case C.3: (S-RT) is positive;
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FIGURE 7C-5 Case C.3: (S-RT) is positive;
((S-RT)-HF/Sin e) = 0.
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FIGURE 7C-6 Case C.3: (S-RT) is positive;
((S-RT)-HF/Sin 0) > 0.
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CSUB ROUTINE SVIEW (THETA, HF. S. DT. VF6)

R * DT/2.
X - S-RT
HT * 0.
110 * 0.

PH *0.
PF *HT/ SIN (THETA)

+HF*(cO TETAj/
SIN(TTHETA)

XII P= P4COS (THETA)
XF *XII

*HF/ SIN(THETA)
RT *DT/2.

EX *X+RT

"D >I42 (THTA) 4.0 xC - p
H~~l~HT H~l.4IFA HFM)sOS(HFIE A TA)HI.F

HF2 ~ 4 EXCH HF XCF+F2H F *HB HF F HF -F

D EXC/R

HFA J-XM)SIN(HE95

FIGUR 7C7 Flo-Car)frSubrouEtA) VI

Lp
<0 >0
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IlY *V HFl/RT
ILV2 * HF2/Rt

,: O.). *2,EtV 2~~
Si1 D-. 2 #2.sLVI*2.
52 * (..) *.2. ELV2**2.
ARGA1*fvI ( : O2..*5
ARMA E LV2/((~.-.~6
ARGBI : (1Dl /(IOI)).
ARGB2 * A2(O-i. ))/(B2*(Dtl.)))**.5

Fl * I/(.416*D))-ATAtN(AAGAI)
E~LVl/3.1416)

*ATM(ARGBI)

4 l./(3.1416A0)) ATAN(ARGA2)
*E v2/3.1416)*ý(W(A-C A)

4ATAm(ARGB2)
-(l./U)*AIAN(ARGC))

.0

454
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APPENDIX 7D

TYPOGRAPHICAL ERRORS IN
CHAPTER 13 OF ASSESSMENT MODELS (AMSHAH)

Typographical errors in Chapter 13 of AMSHAH are listed below:

1. Figure 13.1, page 192 of AMSHAH, the coordinates of point Q
should be (O,V,W) instead of (O,U,W). The same error is
repeated in Figure 13.2 on page 195.

2. Capital X as well as lower case x have been used to indicate

cross product of vectors on page 194.

3. The sixth line on page 194 has rpQXrQ. It should be riPOXrQ.

4. The first line on page 197 states "point Q is beyond the top of
the cylinder (i.e. point T), i.e. W> (H+Rtana)cos a." Because
of the inequality contained in W>(H+R tan a) cos a, this should
be rewritten as "point Q is at or beyond the top of the cylin-
der...." Similarly the third line on this page should be "Q is
at or below the bottom of cylinder...."

5. On page 197, section on view factor calculation case a, it is
stated W>_(H cosa+Rtana). It should be W > (H cos-a+ R sin a).
The equality sign is introduced so that this equation is con-
sistent with the first line on page 197 and, in addition, tan a
needs to be replaced by sin a, and H2 = H1 -H and not H2= H-H1 .

6. On page 222, the equation (3) is

FABEF= (- )
1 ,m,n

- 9 U{f(---)+f(---)+f(---)+f(---)}
AB BE EA FA

The R.H.S. of this equation should be

AB BE EF FA

In addition to the typographical errors, the following anamolies exist.

AMSHAH Chapter 13

1. On page 197, line 13, "the observation plane is S away from the
axis of the cylinder." Actually S is the distance between the
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observation plane and the center of the base of the cylinder when A

the cylinder is vertical.

2. The flowchart given in Figure 13.5, on page 216, does not corres-pond to the subroutine SVIEW.

Handwritten Appendix to Chapter 13

1. In this Appendix several relations are derived for the evaluation
of view factor for different contours. On page A4, one of the
integrals is

f z
line QS

It should be

line RS

2. On page A5, the integral

A f is evaluated to be
Ad f

A _-o

A tan'(A+l)tan-lv 0

but should be
S{t n I(A+l)tan }

2A_

On the same page

h [ v 1d+A., Ao SV]

1_-h IV+ A {(A+l)tan- I
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th? factor multiplying 4tan-' (-)should be

2A A
and not

XI
However, thi express-ion is correct in the next line.

- ! vj tan- I (/F tan-' V

s A- 2 A

The substitivTion is m~ade

v1  Cos 1 ( tan-' /S21 7

2 tanl(vi/2) (,2
1 -tan' N(v, 1 2)

Instead of substituting for tan-1(vuI2), the expression derived
above f"or tan (v,)/2) is substituted, and hence this mistake *is
a !so not Propogated.

3. On i~age A5, the substitution v 4) - ur/2 and vi= Tij2 -(x is
maete, while on page A7 another substitution -v =7r/2 - (D and

_ = 7T/2 - ais made. The later is inconsistent with the
former SubLOi Lution. No error "is propogated-, but it is better to
be consistent.

A

kV
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CHAPTER 7 - LIST OF SYMBOLS

A, A,, areas of receptor and radiator, respectively (cm2)I

FdAl-A = view factor of radiating surface A2 to infinitesimal receptor
dAl

L = axial length of the circular cylindrical flame envelope (cm,m,or ft)

14 M =distance of receptor from to surface of inclined right circular I• ~cylindrical flame envelope (cm) I

n, ni, rl2= ratios of lengths, refer to Figure 7B-2 k'

R = radius of cylindrical flame envelope (cm)

r : distance between the receptor and radiator (cm)

X = distance of the receptor from the nearest edge of the base of A. :
the cylindrical flame envelope (cm)

X distance of the receptor from the base of the flame, beyond
which the top surface of the right circular cylindrical flame J*
envelope starts contributing to the view factor from the flame•{• ~ to the receptor (cm) '!

a, y, = : angles, refer to Figure 7B-2 (degrees)

"O = angle of inclination of the cylindrical flame envelope axis
to the vertical (degrees)

12 0,2 = angle between the line joining infinitesmal areas on the recep-
tor and radiator, and the normal to the receptor; and the normal
to the radiator, respectively (degrees)
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